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Abstract

Natural phenomena are frequently represented through the formulation of differential equa-
tions, coupled with specific initial and boundary conditions. Many such models possess inherent
structures that are crucial in describing the behaviour of solutions. Unfortunately, numerical
discretisations of such models often fail to preserve these structures, leading to inappropriate
numerical solutions. The numerical schemes that take special care to preserve the inherent
structures of a given differential equation in its discretisation process are known as structure
preserving schemes. Various structures have been extensively discussed in the existing liter-
ature. This thesis focuses on crucial structure preserving strategies such as entropy stability,
asymptotic preservation and well-balancing.

Many hyperbolic systems of partial differential equations (PDEs) have entropy inequalities as-
sociated with them. Numerical schemes that are designed to inherently satisfy the entropy
inequality are known as entropy stable schemes. On the other hand, the hyperbolic system of
PDEs can be derived as an approximation of a vector-kinetic model, which also encompasses
associated entropy structures. The entropy inequality of the hyperbolic system of PDE can
be derived as a moment of the entropy structures of vector-kinetic model. However, this cor-
respondence is not maintained in numerical discretisations. Presented as the first part of this
thesis is the development and analysis of a numerical scheme that achieves entropy stability
for the vector-kinetic model, along with the proof that it also recovers entropy stability for the
given hyperbolic system of PDEs.

Hyperbolic and kinetic equations containing small spatial and temporal scales due to stiff source
terms or strong forcing, pose significant challenges for numerical approximation. Asymptotic
preserving (AP) schemes offer an effective solution for handling these asymptotic regimes, al-
lowing for efficient computations without the need for excessively small mesh sizes and time
steps. Unlike traditional domain decomposition methods that involve coupling different models
(in different regimes) through interface conditions, AP schemes seamlessly transition between
different scales by ensuring automatic adaptation of solvers based on the resolution of scales.

Presented as the second part of this thesis is the development and analysis of a high order AP
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scheme for diffusive-scaled linear kinetic equations with general initial conditions.

The dimensionless form of barotropic Euler system contains the parameter Mach number which
can become small, and this results in the need for an AP scheme. Moreover, this system has
an entropy inequality corresponding to a convex entropy function, for all values of the param-
eter. Hence, this system requires treatment with regard to both the structures: asymptotic
preservation and entropy stability. Presented as a third part of this thesis is the development
and analysis of an AP scheme satisfying entropy stability for all values of the parameter in the
barotropic Euler system.

In the fourth part of this thesis, the mathematical properties of Lattice Boltzmann Meth-
ods (LBMs) derived from vector-kinetic models of hyperbolic PDEs are presented. This LBM
framework is extended to hyperbolic PDEs with stiff source terms, where suitable modeling
at the vector-kinetic level combined with well-balancing is introduced to avoid spurious nu-
merical convection arising from the discretisation of source terms and thereby avoiding wave

propagation at incorrect speeds.
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Chapter 1
Introduction

Partial differential equations (PDEs) are used to describe a wide range of physical phenomena
like heat conduction, fluid dynamics, and electromagnetism, and are fundamental in various
fields such as physics, engineering, and applied mathematics. The general form of PDE consists
of an unknown function of several variables and its partial derivatives with respect to those
variables. The solution to a PDE is a function that satisfies the PDE along with any given
initial or boundary conditions.

PDEs can be classified into several types based on their order, linearity and the number of
independent variables. In particular, they are classified into three types based on the nature
of equations and behavior of solutions as elliptic, parabolic and hyperbolic PDEs. The reader
is referred to the books by Evans [106], Strauss [288], Courant and Hilbert [71], to understand

PDEs. In this thesis, we focus on hyperbolic PDE systems and multiscale kinetic equations.

1.1 Hyperbolic systems of PDEs

Hyperbolic PDEs describe wave-like phenomena and the propagation of disturbances through
space and time. They are associated with characteristic curves or surfaces that dictate the
directions in which disturbances propagate. A system of PDEs is hyperbolic if its flux Jacobian
matrix has real eigenvalues and linearly independent eigenvectors. Hyperbolic PDE systems
arise in gas dynamics (as Euler’s system of gas dynamics), oceanography (as shallow water
equations or St. Venant’s system), plasma physics (as ideal magnetohydrodynamics (MHD)
equations), and so on. Inviscid Burgers’ equation is a toy model that eases the understanding
of hyperbolic PDE systems.

As a consequence of non-linearity in convection terms, hyperbolic PDE systems allow for the

formation of shock waves, expansion waves and contact discontinuities even from smooth initial



data. As derivatives do not exist for the discontinuous solutions, the governing PDE system
becomes invalid when discontinuities develop. In this case, weak or integral form that allows
piece-wise smooth solutions (known as weak solutions) is formulated. Weak solutions that
satisfy the weak form are non-unique. Hence, a suitable criterion that allows one to choose
physically relevant solutions from the class of weak solutions becomes a necessity. In the
context of continuum physics, such admissibility criteria naturally arise from the second law
of thermodynamics. Such criteria are incorporated into analytical theory by mandating that
the admissible solutions satisfy an entropy inequality corresponding to some convex entropy
function.

Hyperbolic PDEs frequently arise in the study of phenomena with disparate scales. For instance,
the multiscale nature of barotropic Euler system is revealed by suitable non-dimensionalisation
that brings out the square of Mach number in the denominator of a term. In the limit of Mach
number approaching zero, this system reduces to incompressible system of equations.

Solving hyperbolic PDEs analytically is often challenging, due to the complex nature of waves.
Since hyperbolic PDE systems are systems of balance or conservation laws, numerical methods
that allow for discrete conservation (like finite volume method) are usually preferred. The
reader is referred to the books by Dafermos [77], Godlewski and Raviart [131], Leray [201], Lax
[195], Benzoni-Gavage and Serre [28], to understand hyperbolic PDE systems.

1.1.1 Numerical discretisation of hyperbolic PDE systems

The initial numerical treatment of hyperbolic PDEs began with finite difference methods.
Researchers like Courant, Friedrichs, and Lewy contributed significantly to the development
of finite difference methods in the 1920s and 1930s. Their landmark paper [70] that provides
inequality conditions on mesh and time step sizes for convergence, laid the foundation of numer-
ical methods for PDEs. In 1950, von Neumann and Richtmyer introduced artificial viscosity to
stabilise the numerical solutions [318]. In another classical paper, Courant, Isaacson and Rees
(CIR) [72] introduced upwind schemes, which became immensely popular. In 1960, numerical
stability and convergence analyses were discussed by Lax and Wendroff in their seminal paper
[193]. These contributions played an important role in the development of numerical methods
for PDEs.

Finite volume methods (FVMs) have become popular due to their natural incorporation
of conservation principles. These are grouped into two major categories as, central and upwind
discretisation methods. Central schemes are designed to introduce stability while simulating
hyperbolic problems, without introducing any specific mechanisms to recognize or deal with

hyperbolicity. Some of the popular central schemes were introduced by Lax and Friedrichs



[119, 194], Rusanov [271], Lax and Wendroff [193], MacCormack [210], Richtmyer and Morton
[264], Jameson, Schmidt and Turkel [163], Nessyahu and Tadmor [227], Kurganov and Tadmor
[187], Liu and Tadmor [209], and Jaisankar and Raghurama Rao [159]. On the other hand,
upwind schemes explicitly deal with hyperbolicity by incorporating the information based on
wave propagation directions and the characteristic properties of hyperbolic PDE systems. These
methods can be categorized into four major groups as: Riemann solvers, flux vector splitting

methods, kinetic or Boltzmann schemes, and relaxation schemes.

e Riemann solvers are designed such that the Riemann problem formed by the discon-
tinuous representation of solution variable at cell interface is solved either exactly or
approximately. These include the developments of Godunov [132], Roe [266], Osher and
Solomon [229], Harten, Lax and van Leer (HLL) [148], and Toro, Spruce and Spears [306].
Approximate Riemann solvers are often written in the form of Flux Difference Splitting

(FDS), with appropriate split flux vectors.

e Flux vector splitting (FVS) methods involve splitting of the flux vector into positive and
negative parts based on the eigenvalues of flux Jacobian matrix, to facilitate wave speed
splitting for upwinding. Some of the FVS methods specific to Euler’s equations of gas
dynamics were introduced by Steger and Warming [286] and van Leer [313].

Some special schemes by Liou and Steffen [208], Jameson [162], Zha and Bilgen [333], and
Toro and Vazquez [305] utilize convection-pressure splitting of the flux vectors, based on
utilizing FVS and/or FDS formats.

e Kinetic or Boltzmann schemes utilize the linear nature of transport term in Boltzmann
equation for upwinding, together with the fact that the Euler’s equations of gas dynamics
can be recovered when appropriate moments are taken. Such moment method strategy
based schemes include the developments of Sanders and Prendergast [275], Reitz [261],
Pullin [249], Deshpande and Mandal and Deshpande [85, 211], Perthame [243], Prender-
gast and Xu [248] and Raghurama Rao and Deshpande [255], apart from others. These
schemes are quite robust, but suffer from high numerical diffusion. Some offshoots of
the kinetic schemes are the Discrete Velocity Boltzmann Schemes and Variable (or Flex-
ible) Velocity Boltzmann Schemes. The kinetic schemes of Aregba-Driollet and Natalini
[7], Nandagiri and Raghurama Rao [224], Shrinath et al. [280], Shashi Shekar Roy and
Raghurama Rao [278] are some examples of this sub-category and offer several advan-
tages compared to the traditional kinetic schemes, like simplicity and numerical diffusion

control. Lattice Boltzmann methods (LBMs), which involve discretization of discrete ve-



locity Boltzmann equation to solve the continuum equations, are also closely related to

the class of kinetic schemes, and are reviewed in chapter 5 (also in our preprint [6]).

e Relaxation schemes are numerical schemes based on semi-linear relaxation systems with
stiff (relaxation) source terms. The hyperbolic PDE system is recovered from the re-
laxation system as the relaxation parameter approaches zero. Relaxation schemes were
introduced by Jin and Xin [173]. Natalini [226] established the connection between the
relaxation systems and discrete velocity Boltzmann systems. The works of Bouchut et
al. [45], Raghurama Rao and Subba Rao [256], Raghurama Rao and Balakrishna [253],
Arun et al. [11] Arun and Lukécova [9], and Coulette et al. [69] are some of the schemes

belonging to this category.

1.1.2 Higher order discretization strategies

A substantial amount of research has gone into the development of higher order accurate meth-
ods for hyperbolic systems, starting from 1970s. Starting from the early development of Flux
Corrected Transport methods [36] and fluz limited and MUSCL schemes of van Leer [311, 312],
significant developments that followed are the shock sensor based central discretization schemes
[163], the development of TVD schemes [146], k-ezact reconstruction schemes [21], ENO schemes
[147], WENO schemes [166], ADER schemes [304], spectral volume methods [319], spectral dif-
ference schemes [325], discontinuous Galerkin methods [98], Active Flux Schemes [107], and
various developments within these categories. For some reviews of these methods, the reader
is referred to the following references [315, 268, 161, 191, 304, 321, 105, 320, 15]. All higher
order schemes suffer from inherent oscillations (Gibbs phenomena) due the inherent domination
of higher order terms in the truncation errors, alternatively explained by the inherent higher
order interpolations across large gradients (like shock waves). All the above methods have some
mechanism to suppress these oscillations or wiggles, the most popular among them being the

limater functions.

1.1.3 Structure preserving schemes

The governing equations (of physical phenomena like fluid flows), which typically represent
physical principles in mathematical representation, often contain rich structures associated
with them. One typical example is the association of an entropy inequality (or entropy conser-
vation, if shocks are not present) with the fluid flow equations, bridging the connection between
fluid dynamics and thermodynamics. It has often been found in the research on development of
numerical methods for fluid flows, that mimicking such structures in the discretization process

often results in very efficient numerical methods. Thus, structure preserving methods, which
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ensure that the numerical solutions preserve the inherent structures present in the governing
hyperbolic PDE systems, have become popular in the last few years. Focus on some of these
structures lead to the concepts of entropy stabilty, asymptotic preservation and well-balancing,
among others. These three concepts also form the subject matter of the new algorithms pre-
sented in this thesis. A broad overview of the numerical methods based on these concepts is

provided here.

e FEntropy stability has emerged as a non-linear stability criterion for hyperbolic PDE sys-
tems, and entropy stable methods that inherently satisfy the discrete entropy inequality
have become popular. These methods ensure that the numerical solution satisfies a dis-
crete analogue of the entropy inequality satisfied by the continuous solution. Notable
contributions in this direction include the developments of Tadmor [294], Ismail and Roe
[158], Fjordholm, Mishra and Tadmor [117]. An elaborate review of entropy stable meth-
ods along with a novel development in this direction is presented in chapter 2 (also in our

article [5]).

e Asymptotic Preserving (AP) - The dimensionless form of hyperbolic PDE systems typ-
ically contain one or more dimensionless numbers (such as Mach number for Euler’s
system) that can take different values in different regions of the domain. Numerical
schemes utilised for such systems are expected to work efficiently for different values of
these dimensionless numbers. Typically, for a small value of such a non-dimensional num-
ber, asymptotic analysis provides the useful information of the behaviour of the system.
Asymptotic Preserving (AP) Schemes ensure that numerical discretization preserves the
expected features as the asymptotic limits are reached. Two typical examples of asymp-
totic preserving schemes are those concerned with (i) the compressible flow solvers at
the incompressible limit and (ii) Boltzmann equation (of kinetic theory) based numerical
methods at different scalings to yield methods for compressible and incompressible Euler

and Navier-Stokes equations.

— Low Mach number solvers In the context of Euler’s system, Mach number can be
> 1 (compressible regime) or << 1 (incompressible regime). Both these regimes can
occur together in a given problem, and a numerical scheme is expected to handle
them both efficiently. Different methods such as preconditioning methods, artificial
compressibility methods, projection methods, multiple pressure variables methods,
and implicit-explicit (IMEX) methods have been developed to extend the usage of

compressible solvers to incompressible (or low Mach number) limit.



x Preconditioning methods aim to remove the large disparity between different
eigenvalues at the low Mach number limit by multiplying the time derivative of
compressible flow equations with preconditioning matrix. It is aimed at reducing
the stiffness present due to the disparity between different wave speeds at low
Mach number limit. An often associated aspect is the reduction of numerical
diffusion at low Mach number limit, as typical diffusion is inversely proportional
the square of the Mach number. Several researchers such as Choi and Merkle
[62], Turkel [307, 308], van Leer, Lee and Roe [316], Hirsch and Hakimi [151]

attempted to develop preconditioners for low Mach number limit.

x Artificial compressibility methods introduced by Chorin [63] add an artificial
compressibility term into the continuity equation, allowing compressible solvers
to handle incompressible flows effectively. The method essentially adds a time
derivative of pressure to the continuity equation, thus forming a strictly hyper-
bolic system from the incompressible equations. Based on such a hyperbolicity
of the system, it becomes easier to introduce the strategies of compressible flow
solvers. Notable contributions in this direction include the developments of
Temam [298], Chang and Kwak [58], McHugh and Ramshaw [215], Pappou and
Tsangaris [231], and Tamamidis et al. [296].

x Projection methods introduced by Chorin [64, 65] separate the velocity and pres-
sure updates to improve stability and accuracy in the incompressible limit. No-
table contributions in this direction include the developments of Harlow and
Welch (Marker-and-Cell method) [145], Strikwerda [289], Bell, Colella and Glaz
[22], Brown et al. [19], and Weinan and Liu [322].

x Multiple pressure variables method involve an operator splitting technique moti-
vated by the asymptotic analysis of Euler’s system of equations, in the low Mach
number limit. Notable contributions in this direction include the developments
of Klein [183], Geratz et al. [127], Munz et al. [221], and Park and Munz [237].

x IMEX methods that involve implicit treatment of stiff terms and explicit treat-
ment of non-stiff terms based on the asymptotic analysis of governing hyperbolic
PDE system have lately become popular. Notable contributions in this direction
include the developments of Ascher et al. [12], Pareschi and Russo [234], and
Albi et al. [1]. These methods aim to recover the discretisation of incompress-
ible equations as the Mach number (in the context of Euler’s system) approaches

zero, and hence are asymptotic preserving. An elaborate review of these methods



along with a novel development that is both asymptotic preserving and entropy

stable is presented in chapter 4.

— Kinetic theory based AP methods - This topic, with the existing of extensive literature
over several decades, is intricately linked with other issues of the kinetic theory based
numerical methods and thus requires an elaborate description, as presented in the

next section.

o Well-balancing - Hyperbolic PDE systems often contain source terms due to body forces
or chemical reactions. The balance between convection and source terms can support mul-
tiple steady solutions that are stable or unstable. A good numerical scheme is expected to
maintain the stable steady states with required order of accuracy, and such schemes are
known as well-balanced schemes. A numerical scheme that is not well-balanced will result
in a bad time decay towards steady solutions. Notable contributions in the direction of
well-balanced schemes include the developments of van Leer [314], Roe [267], Glaister
[130], Greenberg and Leroux [137], Gosse [135], Alouges, Ghidaglia and Tajchman [2],
Jin [168], and Perthame and Simeoni [244]. Moreover, if the source term involved is stiff,
the imbalance between convection and source terms will result in incorrect wave-speeds
and incorrect locations of discontinuities. Several researchers such as, Colella, Majda and
Roytburd [67], Ben-Artzi [25], LeVeque and Yee [202], Chorin (Random choice method)
[66], Bao and Jin (Random projection method) [17, 18], and Kurganov (Accurate deter-
ministic projection method) [186], attempted to identify the cause and tackle the issue.
Lately, modified Godunov [217], implicit-explicit (IMEX) methods [292] and Threshold
Values Method (TVM) [330] have been used for stiff source term treatment. A simple
and novel way of handling well-balancing in lattice Boltzmann framework is presented in

chapter 5.

Further, apart from finite volume methods (FVM), finite element methods (FEM) gained
significant popularity in solving PDEs during the 1950s and 1960s. However, for hyperbolic
systems, finite element methods faced challenges related to oscillations and numerical stability.
The basic foundation of the FEM is the Galerkin approximation, which essentially leads to
central type discretization and thus needs modifications for application to hyperbolic systems.
Various such modifications have been successfully introduced over the past few decades, leading
to Taylor Galerkin methods, Petrov Galerkin methods, Characteristic Galerkin methods and,
recently, Discontinuous Galerkin methods. The books by Hughes [155], Strang and Fix [287],
Donea and Huerta [99], Hesthaven and Warburton [149], Kuzmin and Hamél&inen [188], Dolejsi

and Feistauer [98], Zinkiewicz et al. [334] provide insights of some such finite element methods.
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1.2 Multiscale kinetic equations

Kinetic equations represent mathematical models for the evolution of particle distribution func-
tions in phase space. They are widely employed to describe the behavior of systems with numer-
ous interacting particles, such as rarefied gases [35, 54, 205, 317], plasmas [299], granular gases
[300], semiconductors [213], neutron transport [203], and quantum gases [309]. These equa-
tions often exhibit multiscale nature due to disparities in spatial and temporal scales involved.
When the scaling parameter approaches a limit value, the kinetic equation asymptotically de-
composes into a different equation. For instance, different scalings of the Boltzmann equation
lead to different limit equations such as, Euler limit, incompressible Euler limit, and incom-
pressible Navier-Stokes limit. The reader is referred to Bardos, Golse and Levermore [20, 19],
Golse and Saint-Raymond [134], and the book by Saint-Raymond [274] for details on different
limits of the Boltzmann equation. Traditional numerical methods may struggle to efficiently

resolve the behavior of the system, especially when disparities in scales lead to stiffness issues.

1.2.1 Numerical discretisation of multiscale kinetic equations

The Direct Simulation Monte Carlo (DSMC) method by Bird [31] and Nanbu [223] solves
the kinetic equation by using statistical sampling to approximate the solution. Although this
stochastic method guarantees efficiency and preservation of physical properties, it becomes
extremely expensive to avoid statistical fluctuations near continuum regimes. Deterministic
numerical methods for kinetic equations are considered here and their broad overview is pre-
sented. These consist of semi-Lagrangian methods, discrete velocity methods, spectral methods,

domain decomposition methods and asymptotic preserving methods.

e Semi-Lagrangian methods consider the Lagrangian nature of transport process, and op-
erate on a fixed computational grid. The kinetic equation is often solved by splitting
technique that allows the natural application of Lagrangian method to linear transport
terms. Several approaches such as, particle-in-cell methods (Birdsall and Langdon [32]),
flux-balance methods (Boris and Book [36]), weighted essentially non-oscillatory (WENO)
methods (Carrillo and Vecil [53]), and discontinuous Galerkin (DG) methods (Qiu and
Shu [252], Ayuso, Carrillo and Shu [14]) can be used for efficient simulation of transport
terms in kinetic equations. Some of the semi-Lagrangian methods applied to Vlasov-
Poisson system are due to Cheng and Knorr [60], Crouseilles et al. [76], Sonnendriicker et
al. [284] and Filbet et al. [116]. Notable developments of semi-Lagrangian methods for
Boltzmann-Gross-Krook (BGK) model of rarefied gas dynamics system are by Russo and
Filbet [272], Russo, Santagati and Yun [273], and Dimarco and Loubére [87, 88]. Further,



Lattice Boltzmann methods (LBMs) can be considered as semi-Lagrangian methods with

exact transport, and its elaborate review is presented in chapter 5 (also in our preprint

[6])-

Discrete velocity methods are known for approximating the Boltzmann equation in veloc-
ity space. They have been historically used to ease the mathematical study of rarefied
gases (Carleman [51], Broadwell [48], Gatignol [126], Cabannes, Gatignol and Luo [50]).
Recently, these methods are related to consistent velocity discretisations of Boltzmann
equation (Goldstein et al. [133], Rogier and Schneider [269], Mischler [218], Panferov
and Heintz [230], Fainsilber et al. [108]). However, these methods have limited accuracy
and high computational cost when compared to the stochastic methods for evaluation of
Boltzmann integral. Yet, these methods are very robust when simple collision operators
such as BGK model are used (Mieussens [216]).

Spectral methods use Fast Fourier Transform (FFT) theory for kinetic equations, and
have spectral accuracy (i.e., error tends to zero faster than O(N*) for any k < 0, where
N is the number of grid points) if the solution is sufficiently smooth. Several notable
contributions were made in this direction for Boltzmann equation (Pareschi and Perthame
[232], Pareschi and Russo [233]), Landau equation (Filbet and Pareschi [114]), granular
gases (Filbet et al. [115]), and quantum gases (Filbet et al. [112]). Further, it is possible
to speed up the spectral methods by using fast summation algorithms and this makes
them competitive with DSMC methods for non-stationary flows (Filbet [111], Wu et al.
[324], Gamba and Tharkabhushanam [122]).

Domain decomposition methods have been crucial for solving large-scale problems effi-
ciently by dividing the computational domain into subdomains. They involve usage of
the kinetic description in domains far from equilibrium, and the numerical discretisation
of limit equation in domains near equilibrium. The difficulty, however, is identification,
modelling and numerics of the transition zone between different descriptions, and the re-
quirement of moving interfaces to couple different regions. Notable contributions in this
direction include the developments of Bourgat et al. [47], Bourgat, LeTallec and Tidriri
[46], Schneider [276], Tiwari and Klar [302], Tiwari [301], Degond et al. [79, 80], Degond
and Dimarco [78], and Kolobov et al. [185].

Asymptotic Preserving (AP) methods capture the correct limiting behavior as certain
scaling parameters approach particular values. This is essential for ensuring that the

numerical solution converges to the correct solution in the limiting case, with uniform
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accuracy and uniform stability across different values of the scaling parameter. A review
of AP schemes for various systems can be found in the article of Jin [169], and technical
report of Pareschi and Russo [235]. Some of the AP schemes designed for Boltzmann
equation in classical fluid limit are due to Gabetta et al. [121], Filbet and Jin [113], and
Dimarco and Pareschi [91, 92]. Notable AP schemes for kinetic equation in diffusion limit
are due to Jin et al. [172], Bennoune et al. [27], Lemou and Mieussens [200], Boscarino
et al. [37], and Dimarco et al. [94]. These include exponential Runge-Kutta and implicit-
explicit Runge-Kutta (IMEX-RK) strategies. An overview of IMEX-RK technique along
with a novel development of AP scheme for kinetic equation in diffusion limit is presented

in chapter 3 (also in our preprint [3]).

1.3 Outline of the thesis

The main theme of the thesis is development and analysis of structure preserving numerical
methods that yield relevant numerical solutions. Each chapter presents a novel structure pre-
serving numerical scheme for some hyperbolic PDE system or multiscale kinetic equation. The
outline is as follows.

The governing systems considered in chapter 2 are hyperbolic PDE system and its vector-kinetic
model. Entropy stable schemes for a given hyperbolic system are available in literature. It is
also known from literature that the entropy inequality of a hyperbolic system is obtained as
a moment of the entropy inequality of vector-kinetic model. However, this correspondence is
not necessarily maintained in numerical discretisations. In chapter 2, a novel entropy stable
numerical scheme for a vector-kinetic model of hyperbolic PDE systems is developed. It is
shown that this scheme also recovers entropy stability of the hyperbolic PDE system.

Chapter 3 is concerned about multiscale kinetic equations with diffusion scaling. In the asymp-
totic limit, this results in a diffusion equation. A novel high order asymptotic preserving
method that recovers a consistent, accurate and stable numerical scheme for the asymptotic
limit equation has been developed in this chapter. This scheme can handle general (both well-
prepared and non-well-prepared) initial conditions. This chapter also presents the extension of
this framework and asymptotic analysis to advection-diffusion asymptotics and inflow bound-
ary problems.

In chapter 4, the governing system considered is the barotropic Euler system. The dimensionless
form of this system contains Mach number that can become small. This dimensionless system
has an entropy inequality corresponding to a convex entropy function, for all values of Mach
number. In the limit of Mach number approaching zero, this system reduces to incompressible

system of equations. Thus, it is evident that this requires both asymptotic preservation and
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entropy stability. In this chapter, a novel asymptotic preserving scheme that satisfies entropy
stability for the barotropic Euler system has been developed.

Chapter 5 is concerned about hyperbolic PDEs and associated vector-kinetic models. Lattice
Boltzmann methods (LBMs) have been derived from vector-kinetic models of hyperbolic PDEs
in the literature. In this chapter, crucial properties like H-inequality, macroscopic finite dif-
ference form, consistency, total variation boundedness and positivity of such LBMs have been
analysed, and a novel way to handle well-balancing between convection and source terms of
hyperbolic PDEs in the LBM framework has been presented.

Chapter 6 concludes the thesis.
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Chapter 2

Entropy conserving/stable scheme for a
vector-kinetic model of hyperbolic

systems

The moment of entropy equation for vector-BGK model results in the entropy equation for
macroscopic model. However, this is usually not the case in numerical methods because the
current literature consists mostly of entropy conserving/stable schemes for macroscopic model.
In this chapter, we attempt to fill this gap by developing an entropy conserving scheme for
vector-kinetic model, and we show that the moment of this results in an entropy conserving
scheme for macroscopic model. With the numerical viscosity of entropy conserving scheme
as reference, the entropy stable scheme for vector-kinetic model is developed in the spirit of
Tadmor [293]. We show that the moment of this scheme results in an entropy stable scheme
for macroscopic model. The schemes are validated on several benchmark test problems for
scalar and shallow water equations, and conservation/stability of both kinetic and macroscopic

entropies are presented.

2.1 Introduction

The connection between entropy functions and symmetrisability of hyperbolic systems was ex-
plained in [146, 156], and this led to entropy-based non-linear stability analysis of numerical
schemes. In the seminal work in [293, 294], a general condition to conserve/dissipate en-
tropy of a semi-discrete scheme for hyperbolic system was introduced. Following this, many
developments on fluxes satisfying entropy conservation/dissipation condition for various hy-

perbolic systems were made. These include developments specific for shallow water equations
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(124, 323, 236], Euler’s equations [21, 158, 251, 56, 259, 260, 125, 73, 61, 328], Navier-Stokes
equations [326, 212, 257] and magneto hydro-dynamics equations [57]. Recently, several inter-
esting studies such as, entropy stability for conservation laws with non-convex flux functions
[197], and characterisation of stability [123] and robustness (for under-resolved flows) [55] of
high order entropy stable schemes were carried out.

On the other hand, kinetic entropy formulations were introduced for hyperbolic equations like
multi-dimensional scalar conservation laws, isentropic Euler and full Euler equations [245, 206,
207, 86]. Discrete kinetic models with entropy considerations were also proposed for hyperbolic
systems [7, 226, 43, 44, 30, 45]. Specifically, in [43] it was shown that the entropy inequalities
for a hyperbolic system can be derived as minimisation of entropies of vector-kinetic equation
with BGK model. This approach of obtaining entropy inequalities from kinetic-BGK models is
a promising strategy to characterise weak solutions of hyperbolic systems [250]. Hence, in this
chapter, we attempt to develop entropy stable schemes (in the sense of [293, 294]) for a kinetic
model based on [43] and show that they yield entropy stability for the hyperbolic system. This
is in contrast to shock capturing schemes [280] based on discrete kinetic models.

A kinetic entropy stable scheme for continuous velocity Boltzmann’s equation was recently de-
veloped in [160]. Although this scheme is entropy stable in the Euler limit, it employs huge
number of velocities (24% for one dimensional problems) as the velocity space must be suffi-
ciently resolved to satisfy the collision invariance. In our work, due to the usage of discrete
kinetic models instead of continuous velocity Boltzmann’s equation, we obtain an entropy stable
scheme for the vanishing epsilon limit with very few velocities (as low as 2 for one dimensional
problems). Moreover, our formalism is general enough to construct entropy stable scheme for
a given hyperbolic system, while the work of [160] is specific to the Euler system.

The chapter is organised as follows. In section 2.2, we briefly describe the entropy frame-
work and entropy conservation/stability conditions required to be satisfied by a semi-discrete
scheme for hyperbolic system (or macroscopic model). Then, in section 2.3, we provide a brief
description of the vector-BGK model in [43]. In section 2.4, we describe our modification to
vector-BGK model, termed as the vector-kinetic model. This modification allows us to obtain
entropy flux potentials required for developing entropy preserving scheme for vector-kinetic
model. Then, in sections 2.5 and 2.6 we develop entropy conserving and stable schemes for
vector-kinetic model, and show that these become entropy conserving and stable schemes for
macroscopic model upon taking moments. In section 2.7, we describe the time discretisation
strategies employed to complete our scheme. Then, in section 2.8, we verify our schemes on
various numerical test problems. Section 2.9 concludes the chapter. The list of symbols used

in the chapter are shown in Table 2.1.
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Symbol Description
U Conserved variable vector in macroscopic model
GW(U) Flux vector (along direction d) in macroscopic model
n(U) Entropy function for macroscopic model
w@(U) Entropy flux function for macroscopic model
G Entropy flux potential for macroscopic model
(di ) Entropy conserving interface flux for macroscopic model
1d b
Q(d)* Numerical viscosity corresponding to entropy conserving flux for
e macroscopic model
ngi ) Entropy stable interface flux for macroscopic model
2
F,, Dependent variable vector in vector-kinetic model
ld Discrete velocities in vector-kinetic model
(D Flux (along direction d) of the dependent variable vector in
Um L' vector-kinetic model
H) Entropy function for vector-kinetic model
vl H! Entropy flux function for vector-kinetic model
Xﬁff) Entropy flux potential for vector-kinetic model
(vfﬁl)me 1 Entropy conserving interface flux for vector-kinetic model
igtd
(d)* Numerical viscosity corresponding to entropy conserving flux for
Migt} vector-kinetic model
(U%)Fm) ) Entropy stable interface flux for vector-kinetic model
(PR
\% Entropy variable

Table 2.1: Table of symbols
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2.2 Macroscopic model

Consider the hyperbolic system (or macroscopic model),
o,U 4 0,,GY(U) =0 (2.1)

where U : Q x [0,7] — R? and G@(U) : R? — RP, with d € {1,2,.., D}. Here Q is a convex
subset of RP.

2.2.1 Entropy framework

Here, we briefly recall the underlying theory (presented in [293, 294, 295]) behind development
of entropy conserving/stable scheme for eq. (2.1).
If the macroscopic model in eq. (2.1) admits convex entropy-entropy flux pair (n(U), w(d)(U))
that satisfies,

dpw'® = dun - uGY & 6%77 - 0yG? is symmetric (2.2)

then the following entropy inequality holds.
9m(U) + 9,,w P (U) <0 (2.3)

Equality holds in smooth regions, while strict inequality holds in non-smooth regions.
Due to the convexity of n(U), there exists one-one correspondence U — V := Jyn such that

the following equivalent symmetric form of eq. (2.1) holds true.

U 0,V + 0uGY 64U 9,,V =0 (2.4)

Here, OvU = (0§n(U))~
NG @D = gyG@ 9y U is symmetric (refer Harten [146] for theorems due to Godunov and
Mock).

Further, the compatibility condition in eq. (2.2) can be re-written in terms of entropy variable
-1

is symmetric positive-definite (due to the convexity of n(U)) and

V, thanks to the convexity of n(U) that assures existence of (JyV)

Ovw' D =V .oyG@ (2.5)
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Due to the symmetric nature of Oy G@, there exist potentials ¥(¥(V) such that dyi)@ =
G@ (V). Therefore, according to eq. (2.5), there exist entropy flux potentials,

PDV)=V.GDV) —w (V) (2.6)

2.2.2 Entropy conserving scheme

Consider a structured grid with grid size Az, along each direction d. Then, a three-point (along

each direction d) semi-discrete conservative scheme for eq. (2.1) is,

d L (s @\ _
aYit A (6, -G ) =0 (2.7)
Here i denotes the index for cell centre of each cell/finite volume, and i4 = 5 denote indices for
right /left interfaces of cell i along direction d. For consistency, the numerlcal flux G il :
Gl(dil (U;, U;,41) is such that G (U U) = G (U), where 44+ 1 denote indices for the cell
Centres of cells to the right/left of Cell 1 along direction d.

The scheme in eq. (2.7) is entropy conserving iff the interface numerical fluxes satisfy the entropy

conserving condition (derived in [293, 294)),

(Vs GUT) = 10, (28)

Here, [[(.)]];, 11 denotes the jump (\)ig+1 — ()i Then, the following three-point (along each
direction d) entropy equality holds true.

1 * "
(Vi) + o (9, ) =0 (2.9)

E Axd ’Ld+ ld—35

The interface numerical entropy flux consistent with eq. (2.6) is given by

d)* 1 d)* 1
Wy = 5 (Vit Vi) - G, = 2 (¢ +wldﬂ) (2.10)

Further, the entropy conserving numerical flux Gg:lz:l satisfying eq. (2.8) can be evaluated along
2
the path VidJr% &) =V;+ ﬁAViﬁ% as,

« 1
Gg)i =3 <G + szj:l> - _Q,Ldil v szi% (2.11)
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with )
Q= [ - nava (v, () de (2.12)

The term QSI% which is symmetric (need not be positive-definite) is considered as numerical
viscosity coefficient matrix. This counterbalances dispersion from the average flux. Further, the
entropy conserving scheme is second order accurate in space (refer [293, 294]). Construction of
higher order entropy conserving fluxes as linear combinations of second order accurate entropy

conserving fluxes GSL is discussed in [196].
2

2.2.3 Entropy stable scheme

The three-point (along each direction d) consistent flux,

@ @ 1
Gidﬁ:% - Gidi% - §Dzdi% HVHidi% (2.13)

with D(,d)il = Q(dil — Q@Il is entropy stable if and only if D@il is positive-definite. Here
(FE (FE (RE (FE
Q@(':lll is the numerical viscosity coefficient matrix corresponding to entropy stable scheme. The
2

scheme then satisfies the three-point entropy inequality,

(Vi) + ! <w(d) — @ >:

1
~ iar (Vs DL VI + VI, DL VI, ) <0 (214)

Here, the consistent numerical entropy flux at interface is given by,

d ar 1 d

Wi, =wy = 3 (Vit Vigr) - DL (V] (2.15)

The entropy stable flux ngi , given by eq. (2.13) is first order accurate in space (refer Tadmor
2

1 in eq. (2.13) must be

Qg+l

[293, 294]). To achieve higher order accuracy in space, the term [[V]]
replaced by ({(V)), +1
V at interface iq + 3 (vefer [118]).

— V- + — + : :
=V, 1 — V] where V., and V" are higher order reconstructions of

2.3 Vector-BGK model

In this section, we briefly describe the vector-BGK model presented in [43]. Consider,

Of + 0y (V\P4,) = —= (£, — F(U)) (2.16)

€
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where € is the relaxation parameter. Here, f,,, := f,,(z1, .., 24, . :L‘D,U%),. v,(,f),. ,vﬁn ), t) € RP,
F, : R - R, m € {1,2,.., M} and M is the number of discrete velocities. Splitting of

streaming and relaxation operators in eq. (2.16) gives,

Streaming: 0,f,, + Oy, ( v f,)=0 (2.17)
d 1

Relaxation: Efm =—— (£, — F,(U)) (2.18)
€

Instantaneous relaxation (i.e., € = 0) in the relaxation equation above yields f,, = F,,(U).
This is inserted into the streaming equation for its evolution. Now, it can be seen that if the

following relations are satisfied,
M M
Y F,(U)=Uand » oWWF,(U) =G () (2.19)
m=1 m=1

then 3™ eq. (2.16) — eq. (2.1) as € — 0.

2.3.1 Entropy framework

Following the definition of entropy function for vector-BGK model given by equations (E0)-(E2)
in [43], let us define the entropy function H? (f,,) as:

H (f,) is a convex function with respect to f,, (2.20)
M
> HL(Fu(U) = (V) (2.21)
m=1
M M
D HL(Fn(U) <) H (£ (2.22)
m=1 m=1

Then, taking inner product of eq. (2.16) with the sub-differential of H at F,,(U) and using
(2.20), (2.21) and (2.22), the following is obtained.

U 8a) + 0y (01 (5)) < (3, (B(0) — 113 6
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m=1

M
= om(U) + 0., (Z vﬁf)Hgl(Fm(U))) < 0 in the limit e — 0 (2.23)

If w@(U) =M v,(nff)Hgl(Fm(U)), then eq. (2.23) is same as eq. (2.3). The reader is referred
to [43] for details.

Thus, entropy inequality of the macroscopic model (eq. (2.1)) can be obtained as minimisation of
entropies of the vector-BGK model (eq. (2.16)). This inspires one to develop entropy structure
preserving numerical schemes for vector-BGK model that recover the entropy inequality of
equivalent macroscopic scheme. However, the framework of vector-BGK model does not ensure
the existence of 9 H, (F,,(U)) which is crucial in obtaining entropy flux potentials that allow
for the consistent definition of interface numerical entropy fluxes. Hence, we resort to a much
simpler model in the relaxed limit without the stiff relaxation parameter (hereafter referred as
vector-kinetic model), and make the necessary modification to allow for the definition of entropy

flux potentials.

2.4 Vector-kinetic model

In this model, we consider the evolution of relaxed limit (e = 0):

O F o + Oy, (VWF,,) =0 (2.24)
Let us define F,,,(U) as in [43],
F,.(U) = a,,U + PG (U) (2.25)

with

M M
dam=1, > b =0 (2.26)
m=1 m=
M M
> vam =0, Y oPbD =654 (2.27)

In the light of moment constraints in egs. (2.26) and (2.27), the definition of F,,,(U) in eq. (2.25)
satisfies eq. (2.19).
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2.4.1 Entropy framework

Define H), as in [43],
H(U) = apmn (U) + 0w (U) (2.28)

Due to the constraints in eqgs. (2.26) and (2.27), H! satisfies,

> HL(U) =n(U) and Y o H](U) = w!¥(U) (2.29)

m=1

We assume that the eigenvalues of dyF,, are positive, unlike in [43] where the eigenvalues are
considered to be non-negative. It will be seen that this modification allows the definition of
entropy flux potentials required in the construction of entropy preserving numerical scheme.
As OuyF,, is now invertible, O, H], satisfying OuH], = Op, H], - OuF,, exists. Therefore, the
inner product of eq. (2.24) with Op, H], gives,

OH! + 0y, (VOH!) =0 (2.30)

It can be seen that 3 (eq. (2.30)) becomes eq. (2.3) with equality. Motivated by this, in this
chapter, we develop entropy preserving scheme for vector-kinetic model that recovers entropy

preservation of equivalent macroscopic scheme.

Lemma 2.1 If F,,(U) and H! (U) respectively follow eqs. (2.25) and (2.28) with constants
A, b satisfying the moment constraints in egs. (2.26) and (2.27) and rendering the eigen-

values of OuF,, to be positive, then O, H]!, = Oun.

Proof: Due to the compatibility condition in eq. (2.2), it can be seen from differentiation
(with respect to U) of egs. (2.25) and (2.28) that Oy H! = dun-0uF,,. Since OyF,, is invertible,
Oun = OuH), - (auFm)fl. We already saw that dp, H = OuH], - ((9UFm)71. O
This lemma shows that the entropy variables for macroscopic and vector-kinetic models are
equal, i.e.,
V = 0uyn = 0, H).. (2.31)

The choice of constants a,,, bgff) satisfying assumptions in the above lemma are discussed in
2.10.
As a consequence of lemma 2.1, we have 83 H? = 33+ (dyF,,) " Further, (03n)" 02 HI =

(8uF,,) " can be expressed as

[NIES
(NI
[SIE
I

(%6m) * (96m) * (9, Hy) (96m) = (OuFn)" (2.32)
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thanks to the positive-definiteness of 9n. Thus, (8%77)_% (0% HI) (8%77)_% and (OyF,,) " are

similar and therefore their eigenvalues are same.

Lemma 2.2 If 021 is positive-definite and eq. (2.32) holds true, then ﬁ%mH}L is positive-definite
iff the eigenvalues of (duF,,) " are positive.

Proof: (8%7])_% (0% HI) ((9%7])_% is symmetric as dgn and 93 H, are symmetric. Further,
we have Vy # 0 € RP,

y - (96n) * (9%, Hy) (96n) *y =z (0p, H) 2 (2.33)

where z = (8%77)7% y # 0 (as 0% is positive-definite).
< If the eigenvalues of (OyF,,) " are positive, then (03n) 2 (0 HI) (0%m) 2 is positive-
definite due to eq. (2.32). Then 0g H]! is rendered positive-definite by eq. (2.33).

= If 9 H]! is positive-definite, then by eq. (2.33) (5%17)_% (0% HI) (0fm) * is positive-
definite. Then, the eigenvalues of (yF,,) " are positive due to eq. (2.32). O

-

Thus, as consequence of lemma 2.1 and lemma 2.2, eq. (2.31) and positive-definiteness of
8%77}[-[7’; are guaranteed iff the eigenvalues of OyF,, are positive. Using the one-to-one corre-
spondence between U and V, we consider F,,, (U) = F,, (U(V)). Hence the vector-kinetic

model in eq. (2.24) can be expressed in the equivalent symmetric form
NF 0V + v (vV\WF,,) 0,V =0 (2.34)

Here ovF,, = (812% H,’]T)fl is symmetric positive-definite. Due to the linearity of vector-kinetic
model, Ov (vﬁ,‘f)Fm> = v(d)ﬁva is symmetric. As a result, there exist potentials X,(ff) (V) such
that

XD = v DF,, (2.35)
Further, the compatibility condition
O, (VDH) = Op, HY, - O, (v\F,,) (2.36)

is also satisfied rendering H,! as the convex entropy function for vector-kinetic model. Note
that this compatibility condition is always true for any convex H satisfying eq. (2.28) due
to the linear nature of vector-kinetic model, unlike the compatibility condition (eq. (2.2)) for
macroscopic model. In terms of V| the above compatibility condition for vector-kinetic model

becomes,

Ov (VD H) =V -0y (vVIF,,) (2.37)
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thanks to the inverse of Jp,, V. Therefore, due to egs. (2.35) and (2.37), there exist entropy

flux potentials
XNV =V -0 DF, — o DH" =g H' -0 DF,, — oD HT (2.38)

Thus, we have obtained the entropy flux potentials that are crucial in the construction of
entropy preserving numerical scheme for vector-kinetic model.

2.5 Entropy conserving scheme for vector-kinetic model

The three-point (along each direction d) semi-discrete conservative scheme for vector-kinetic

model in eq. (2.24) on a structured grid is given by,
B+ (0, — 0E,) L) =0 (2.30)
dt™ ™ Agg NN ety m Mg

Here, F,, (t) = F,, (V;(t)) and consistent (U%)Fm) = vﬁ,‘f)Fm(Vi,VidH) is such that
iat+3

*

U%)Fm(V, V)= U%)Fm(V). Consider the inner product (Og,, H,), - (vﬁg)Fm>

igtd
* 1 *
(aFmH;’?n)i ) (USg)Fm)idi% = D) ((8FmH77771)idi1 + (aFmHg’L)i> ) (Uv(g)Fm)idi%
1 *
—5 (@, H2); e = Op, H7),) - (U Fo)

*
If the interface numerical flux (vfg)Fm) | satisfies the entropy conserving condition,
id+§

([0, iy (S0F ) ) = [0, (2.40)
then,
* 1 * 1
(O, H), - (00F )y = 5 (O, H ),y + O, H2),) - (050 )y =5 (0, = x2)

Thus, the inner product of eq. (2.39) with (Or,, H},), gives the three-point entropy equality,

d ]. * *
T v () s = (oH): ) =0 (2.41)
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*

iff it satisfies eq. (2.40), and the interface numerical entropy fluxes (vﬁf)HﬁJ | consistent
igtd

with eq. (2.38) are given by,

*

* 1 1
(Ugf)Hel)idi% - 5 ((aFmHgl)i + (aFmH;ZL)id:I:I) ’ (Uﬁg)Fm)idi% - 5 ( %3 + Xe(gzdﬂ> (2-42)

It is seen that the entropy flux potentials ngfl). enable us to consistently relate the two interfacial

* *

. and numerical entropy fluxes (v@]—]&) .- Further,
Zd:‘:g Zd:t§

let us define the interface numerical fluxes for macroscopic model as the moment of interface

. d
unknowns, numerical fluxes (vﬁn)Fm>

numerical fluxes for vector-kinetic model as,

M
Gl = Z_l (U Fn); (2.43)

Theorem 2.1 If the three-point semi-discrete conservative scheme (eq. (2.39)) for vector-kinetic

model with

o F,. =a,U; +bPGY vi
*
e interface numerical fluzes (Uﬁﬁl)Fm) | satisfying the entropy conserving condition in

Zdi§
eq. (2.40) and

o constants an, b satisfying the moment constraints in egs. (2.26) and (2.27) while ren-

dering positivity of eigenvalues of OuF,,
is used, and if the convex entropy function corresponding to it is H)}, = amm+b7(ﬁl)w§d), Vi, then

1. M (eq. (2.39)) becomes

d 1 (d)* (d)* )
—Ui+—— (G, -G ) = 9.44
0t (Glm G,) =0 (2.44)

with ng);l given by eq. (2.43),
2

2. the interface numerical flux ngil given by eq. (2.43) satisfies the entropy conserving
2

condition for macroscopic model (eq. (2.8)), and

3. the three-point entropy equality for macroscopic model (eq. (2.9)) holds true with interface
(d)*

numerical entropy flux W b1 given by eq. (2.10).
2
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Proof: Due to moment constraint in eq. (2.26), S| F,,, = U;. Therefore, >Y_ (eq. (2.39))
becomes eq. (2.44) with Gggé given by eq. (2.43), thus proving 1.

By eq. (2.31), [[GFMH,’ZL]]M% = [[V]]idi% = HOUU]]idi% is not a function of m. Hence, the
moment of eq. (2.40) gives,

proogeni)- (el o

From eq. (2.38), it can be seen that X = Vi.vﬁg)Fmi - v%)Hﬁ%, Vi. Hence, Z 1Xm3 =
Vi Xy (v, ) =0, (v ) Wi, Wealso have S0 ol B, = G and Y20, o,
wl-(d), Vi due to the action of moment constraint in eq. (2.27) on F,,, and H] . Therefore, by
eq. (2.6), Z%:l ngfl). = wlﬁd)’ Vi. Using this and eq. (2.43) in eq. (2.45), we obtain,

(Vlliey QL) = [9]];, (2.46)

This proves 2.
We know that the three-point entropy equality in eq. (2.41) holds true corresponding to the
assumptions stated in theorem 2.1. Since S2M_ (H); = n;, Vi (due to the action of moment

constraint in eq. (2.26) on (H);), moment of eq. (2.41) gives,

d 1 M M
ETh‘ + A_.l’d (Z (Uﬁg)Hgl)id—&—% — Z (U%)Hﬁn)id_%> = (247)

m=1 m=1

Since (O, H"), = V; = (0un), is not a function of m (by eq. (2.31)), moment of <vm)H") i
iq

given by eq. (2.42) yields,

M M

* 1
Z (U%)ng)idi% =5 (Vi+ Vigz1) - Z (Uﬁg ,Ld:tl -3 ( E X + E sz i1> (2.48)
m=1 m=1

We have already seen that Zm 1 X,Si’ﬁ = wfd), Vi. Using this and eq. (2.43), we obtain,

M
1 d)* 1 d
Z Zdil =5 (Vi+ Vi) ngi% b (w %L) (2.49)
m=1
It can be seen from eq. (2.10) that S°M_ (vﬁ)]—]ﬁn> = W(j:)tl This proves 3. a
igtl

In the light of eq. (2.31) resulting from lemma 2.1, moments involved in the proof of above
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theorem become linear since dg,, H)! is not a function of m. This plays a pivotal role in showing
that entropy conserving scheme for vector-kinetic model results in an entropy conserving scheme

for macroscopic model.

Remark 2.1 In the above proof, the three-point entropy equality for macroscopic model (eq. (2.9))
(d)*
P

point entropy equality for vector-kinetic model. Unlike this, we can also obtain eq. (2.9) directly

with interface numerical entropy flux w given by eq. (2.10) is obtained as moment of three-

. *
at the macroscopic level as a consequence of G(jil = Z%:l <v£,§l)Fm> ) satisfying the entropy
2 2 ’idi§

conserving condition for macroscopic model (eq. (2.8)).

The entropy conserving fluxes satisfying eq. (2.40) can be evaluated using an integral along the
path V~d+% (&) =V, + AV, 1 as,

7 td+3

* 1 1 1 *

d d d d d

<U7(7”L)Fm)id:t% = /0 (U&)Fm) <Vid+% (f)) d£ = 5 (USH)Fmi + Ur(n)sz‘di1> - §Q1(nzdi% HVHM:&%
(2.50)

QU = [ 10w (R (Vi () de (251)

ig+y

Although dv <v§,‘f)Fm) (Vid +1 (& )) is symmetric positive-definite, the term Q%?l , is only sym-
iqt+a
metric (need not be positive-definite). This is considered as numerical viscosity coefficient ma-

trix that counterbalances the dispersion from average flux. Integration by parts of ngf?ll
dT2

yields, 1
Q= / (6 =€) Ovv (F) (Viay (9)) A€ (V] (2.52)
dT72 0
Thus,
(U F ) s = % (v,(:f)Fmi + v,S?Fmidil) +0 (\ [V]is2 2) (2.53)

and hence for smooth functions, we have

(9B~ R ) = o (0F),, — (09F,), )+0 (\[[xdn. , 2)

Azy m iaty m =3 2Ax, m iat1 m ia—1 taty
(2.54)

Therefore, the entropy conserving scheme for vector-kinetic model given by eq. (2.50) is second

accurate in space. However, evaluation of a closed form interface flux function using eq. (2.50)

is algebraically tedious for a general hyperbolic system.

The closed form expression can be obtained along the same lines as macroscopic model in

. p . p
[294]. Let {lgd L1 ERP } and {rgd L1 ERP } be two orthogonal sets of vectors such that

J=1 J=1
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<l7 r¥ ;> k- LetV L1 = V;and

1
tgtg’ tatg +3

VI = VI (B V)T e L2 (2.55)

Then, we have a path connecting V; and V; ;, since

Vp+11 - Vllﬁ-l + Z < ld+1’ Zd+%> riﬂr% - VZ T [[\f“l(frl - VidJrl (256)

Now, it can be seen that the numerical flux given by,

(d) j+1 (d)
N P Xm (VZ» ;) Xm (VZ ;) .
(v9F,)" = Al RV U (2.57)
iqt+ . <l] HVH ) > ta+3
j=1 ld+2 id+§

satisfies the entropy conserving condition in eq. (2.40). However, for the purpose of numerical
simulations, we use robust entropy conserving fluxes (satisfying eq. (2.40)) that are derived by
defining averages of certain primitive variables and by balancing the coefficients corresponding

to jumps in these primitive variables. These fluxes are described in section 2.8.

Remark 2.2 Higher order entropy conserving (HOEC) fluzes for vector-kinetic model can be
constructed as linear combinations of second order entropy conserving fluxes derived in this
chapter (along the same lines as in [196] for macroscopic model). Since linear combinations
are used, as a consequence of theorem 2.1, the moments of HOEC fluzes for vector-kinetic model

will result in HOEC' fluzes for macroscopic model.

Corollary 2.1 If the assumptions stated in theorem 2.1 hold and entropy conserving flux of
the form in eq. (2.50) is used, then

M
(d)*
> QW Zdil = QL (2.58)

m=1

Proof: By egs. (2.43) and (2.50), we obtain

M M
D F (d)
=D (v (Gi zdﬂ) > QR [[Vlliyas (2.59)

m=1 m=1

IQ\H
N\»—A
DN | —
[\:)I —

since M W F m; = ng), Vi due to the action of moment constraint in eq. (2.27) on F,,,.
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Further,

M 1 M
S Q= [ =0 o (R (Vi ) de (2.0
2 m=1

m=1

and

f:amgmm)( Vi ©) = S D0y (U + @) (Vi ©) =G (V11 (©)

m=1 m=1
(2.61)
due to the action of moment constraint in eq. (2.27) on Oy F,,. Thus, comparing eqgs. (2.12)
(d)*
and (2.60), we obtain Zm 1 szdﬂ:l = Qidi%. O
2.6 Entropy stable scheme for vector-kinetic model
Consider the three-point semi-discrete conservative scheme on structured grid,
T+ ((v<d>F ). 1 — (0YF,,) ) =0 (2.62)
dt™ ™ Agg \N T iats m M g =3 '
The interface numerical flux (vﬁ,‘f)Fm)} | is given by,
1d B
* 1
d d
(v&)Fm)idi% - (U7(71)Fm>idj:1 — §D§nfdil [10r.,, H 1 (2.63)
Here, D(d L, = ,(ff) L — L Qm ., and Qg,‘f)_* . are the numerical viscosity coefficient
i zdi§ 1 i j Zdij

matrices corresponding to entropy stable and entropy conserving schemes respectively. Qﬁﬁj;il
is given by eq. (2.51).
Then, the inner product of eq. (2.62) with (Jg,, H,), gives the entropy in-equality,

d 1
(d) — (@D
ai'm T R, (CEANREICHE Y
1
— a (et 0y D O L+ (0m, AL,y DY (00, 1, ) <0

(2.64)

iff DY .1 s positive-definite. The interface numerical entropy flux (v%)H%> | consistent
‘¥ 3 id+§
with eq. (2.38) becomes,

* 1
(S H2),or = VD) s = 1 (O, B+ (O, 1), 0) D) (00, HY) oy (265)

dts3
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Further, let us define the interface numerical fluxes for macroscopic model as the moment of

interface numerical fluxes for vector-kinetic model as,

S

zdﬂ:f Z (d)F 7, :i:% (266)

m=1

Theorem 2.2 If the three-point semi-discrete conservative scheme (eq. (2.62)) for vector-kinetic

model with

o F,. =a,U; + PG vi

e interface numerical fluxes (U,(ff)Fm> | satisfying eq. (2.63) and
Zd:l:é

e constants a,,, b satisfying the moment constraints in eqs. (2.26) and (2.27) while ren-
dering the positivity of eigenvalues of OyF,,
is used, and if the convex entropy function corresponding to it is H)}, = amy,n; +b( , Vi, then

1. M eq (2.62) becomes

l j 1 ; 1 :

with ng)i% given by eq. (2.66),
2. the interface numerical flux ngil given by eq. (2.66) is equal to eq. (2.13), and
2

3. the three-point entropy in-equality for macroscopic model (eq. (2.14)) holds true with in-

(d)

terface numerical entropy flux Wi b1 given by eq. (2.15).
2

F,,, = U,. Therefore, "™ eq. (2.62)
becomes eq. (2.67) with ngi% given by eq. (2.66), thus proving 1.

Since (v,(ff)Fm)idi; follows eq. (2.63) and [[Or,, H}]];,x1 = [[V]];,21 = [[Qun]]; 11 is not a
function of m (by eq. (2.31)), eq. (2.66) becomes,

Proof: Due to moment constraint in eq. (2.26), SV

m=1

G —i((d)F S (F ), Ly 2.68
idi% o Um m)idﬂ:% o Z (Um zd:lzf - 5 Z ldil zd:t% ( : )
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*
By theorem 2.1, fozl (vﬁﬁl)Fm) | satisfies entropy conserving condition in eq. (2.8) and
(FE

()"

hence it is equal to GE:IL- We also have Z m=1 Qum; s Q(:g:l by corollary 2.1. Fur-
2 td td*3

ther, ZM DY is positive-definite as Dﬁn?dil is positive-definite Vm. Therefore, pY“
7, 3 (2

m=1""",+1

ZM DY = Zi\le Q,(ﬁfzdi L QZ@* is positive-definite, and hence

— m. 1
m=1 zdi% dii

G“, =g®, _lp@

iatd T il T 9 igtl [[V]]idi% (2.69)

This proves 2.

Corresponding to the assumptions stated in theorem 2.2, the three-point entropy in-equality
in eq. (2.64) holds true. Since Y- _ (H?); = n;, Vi (due to the action of moment constraint
in eq. (2.26) on (H),),), HaFmHnszil = [[V]]idi% = [[aun]]idi% is not a function of m (by

eq. (2.31)) and M mz)'ﬁ% = ngl%, moment of eq. (2.64) gives,

d (i d Zd-i- % d)Hn M—l) -
- Al (Vi - D,y [V + [IV]]g - DL (V] y) (270)

Since [[OF,, ”]]Zdi1 = [[V]]idi% = [[E)Un]]idi% and (O, H)), = V; = (0un), are not functions
of m (by eq. (2.31)), moment of eq. (2.65) yields,

M
Z ’Ld"v‘*

m=1 m:l

M
1
— 1 Vit Vi), ). ) DY oy [Vl (2.71)

Ma

Since M ( D H? )Zﬁ; = ngi% (by theorem 2.1) and 3™ D%‘Qﬁ% = DS}F%, comparison

2d+§
Thus, an entropy stable scheme for vector-kinetic model results in an entropy stable scheme

of the above equation with eq. (2.15) yields 32V, (vﬁf)Hﬁl) = w® | This proves 3. O
ig+d

for macroscopic model, thanks to eq. (2.31) (resulting from lemma 2.1) that rendered the

linearity of moments in the above proof.

Remark 2.3 In the above proof, the three-point entropy in-equality for macroscopic model

(eq. (2.14)) with interface numerical entropy flux wiji )
2

ment of three-point entropy in-equality for vector-kinetic model. Unlike this, we can also obtain

eq. (2.14) directly at the macroscopic level as a consequence of ngil = ZM_ (%@Fm) | sat-
2 [P =3

m=1
2

given by eq. (2.15) is obtained as mo-
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1sfying the entropy stability condition for macroscopic model (eq. (2.13) with positive-definite ng

2.6.1 High resolution scheme

Since the interface numerical flux <U§5)Fm> _ contains a term with [[V]]; 1 whichis O (Azy),
tagt+3 2

the entropy stable scheme in eq. (2.62) is only first order accurate in space. In order to attain

higher order accuracy in space, the interface numerical flux in eq. (2.63) is modified as,
* 1
d d
(%)Fm)idi% - (U;?I)Fm)idié — éngngdi% (V)i (2.72)

where ((V)); .1 =V, — V. Further, Vi, = Vi, 1 (l‘did+%> and V7 =V, <$did+l> are

2
higher order reconstructions of V at interface ¢4 + % We utilise second order reconstructions in

obtaining the numerical results, and the details are provided therein section 2.8. The moment

of eq. (2.72) becomes,

1

M
d)* d)
> (U5 Fon) 1 = ngi% - §D§di% VDD (2.73)

m=1

It can be easily seen that this is a higher order entropy stable flux for macroscopic model, and

it is a consequence of linearity due to eq. (2.31) (resulting from lemma 2.1).
2.7 Time discretisation

Let J,,, be ——Al ((vﬁ,‘f)Fm> — (vﬁg)Fm> ) where (vﬁg)Fm> is entropy conserving
vd ity ig—3% igtl
ats3 d—3 d

( (UT(g)Fm> | satistying eq. (2.40)) or entropy stable ( (vﬁg)Fm>
igtd y
Then, the semi-discrete entropy conserving/stable schemes in eqs. (2.39) and (2.62) can be

_ satisfying eq. (2.63)).

represented as,
d
—F,..
dt

Since we utilise second order scheme for entropy conserving/stable spatial discretisations, a third

= Fp (2.74)

i

order scheme is required for the temporal derivative so that the entropy production/dissipation
due to temporal derivative will not affect the entropy conservation/stability achieved spatially.
Hence, the temporal derivative in above equation is discretised using 3-stage third order strong
stability preserving Runge-Kutta method (SSPRK(3,3)) [281]. After each stage of the RK
method, U, is evaluated using U, = 2%21 F,.,, and this is utilised in the evaluation of fluxes

required for the next stage.
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2.8 Numerical results

In this section, the entropy conserving (EC)/stable (ES) schemes are tested against various
physical problems governed by scalar equations and the system of shallow water equations.
For each problem, the basic ingredients such as problem description, choice of macroscopic
entropy-entropy flux pair, fluxes satisfying entropy conserving/stability conditions in eqs. (2.40)
and (2.63), second order reconstructions of entropy stable fluxes and CFL criteria are provided.
We use the following error quantifications to study the errors in macroscopic and vector-kinetic

entropies at time ¢.

> (OF = (i)
N
> lOF = O
N

Signed error = (2.75)

Absolute error = (2.76)

Here, N is the total number of cells or grid points in the computational domain. It can be
seen that the signed error allows for cancellations of positive and negative errors present at
different spatial locations. An equivalent of this with reference as ¢t = 0 instead of ¢t — At is
commonly used in literature in the context of global entropy preservation [258]. However, in
order to understand the actual entropy preservation property of a spatially entropy preserving
scheme, one needs to use the absolute error that does not allow spatial cancellations. Further,
we use the signed error to identify whether the scheme is globally entropy dissipating or not. A
positive signed error indicates global entropy production while negative signed error indicates
global entropy dissipation. We present the numerical solutions, global entropy vs. time, and

error vs. time plots for each problem.

2.8.1 Scalar equations

We consider scalar equations of the form,
U + 0,,GU) =0 (2.77)

with initial condition U(xy,..,2q4,..,2p,0) = Up(x1,..,24,..,2p). We choose suitable convex
entropy-entropy flux pair specific to G (U). The constants a,y,, b in egs. (2.25) and (2.28)

are chosen as described in 2.10. The time step is chosen as

A
At < CTx ; Az = min (Azxy) (2.78)
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Here, C' is the CFL number. The choice of A is described in 2.10. The flux

e X =X
(WIF,), = (2.79)

m it T TV,
satisfies the entropy conserving condition in eq. (2.40). This is used when V; .1 # V;. When
Vijq41 = Vi, we do not update the flux, as any value of flux satisfies the entropy conserving
condition (eq. (2.40)). Here, the entropy variable is V; = (0yn), and the vector-kinetic entropy
flux potential is given by X% = V. (vsg)Fm> - (vﬁg)HgJ E
(d) _ 1@ A(d) W
For entropy stable scheme, we use Dmid+% ((V})iﬁ% = MRid+%Aid+% <<W>>id+§' For scalar
()
iq+
metic) value of U at cells i and 5 + 1. We use the second order reconstruction of <<W>> )
ia+d

equations, R’ , =1 and Aidl , is the absolute wave speed obtained using the average (arith-
2 2

as explained in section 2.8.2.

2.8.1.1 Linear advection

For the one-dimensional linear advection problem with G (U) = U, we choose n(U) = 1U?,
1

and correspondingly w®(U) = ;U? satisfies the compatibility condition in eq. (2.2). The initial
condition is Uy (z1) = (sin(z1))*. The domain of the problem is [0,27), and it is discretised
using 256 uniform cells. Periodic boundary conditions are used here. Numerical solutions are
obtained at 1" = 2.

It can be seen from fig. 2.1a that the numerical solution matches well with the exact solution.
Figure 2.1b shows the global entropies over time. It can be seen that the entropies remain
nearly constant. The signed and absolute errors in entropies are shown in figs. 2.1c and 2.1d
respectively. Since we use second order accurate entropy conserving scheme for vector-kinetic
model and Az is of O(1072), we expect an absolute error of O(107*) in the vector-kinetic
entropies. This is observed in fig. 2.1d. The negative signed errors in fig. 2.1c¢ indicate that
the O(Ax?) error is globally dissipative in nature. Due to the symmetric nature of the periodic
profile, there may be cancellations in errors spatially and we observe a very low signed error of
O(10712).

In order to study the convergence of the problem, we use very low CFL of C' = 0.1. Second

order accuracy of the scheme is evident from the results presented in table 2.2. The exact

solution is used as reference for the convergence study.
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I\Icléﬁlsl?elzsf Axy Ly norm | O(Ly)
32 0.196349541| 0.035757668| -
64 0.09817477 | 0.00781911 | 2.19
128 0.049087385| 0.00140703 | 2.47
256 0.024543693| 0.000249239| 2.50

Table 2.2: EOC for linear advection at 7' = 27 using EC scheme with C' = 0.1
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Figure 2.1: Linear advection at 1" = 27 using EC scheme with C' = 0.1 and Nx = 256

2.8.1.2 Linear rotation

For the two dimensional linear rotation problem, GM(U) = — (2, — 1)U and G®(U) =
($1 — %) U. The entropy function is chosen as n(U) = U?, and correspondingly the entropy flux
functions become w)(U) = — (z2 — 3) U? and w?(U) = (21 — 1) U The initial condition

is shown in fig. 2.2a. The domain of the problem is [—1,1) x [—0.5,1.5), and it is discretised
using 256 x 256 uniform cells. The value of U at the boundary is kept fixed throughout the
computation, and a CFL of C' = 0.9 is used.

The numerical solution at 7' = 0.5 is shown in fig. 2.2b. Since Az is of O(1072), one would
expect an error of O(107*) in the absolute errors due to the usage of second order accurate
entropy conserving scheme. We observe better error of O(107°) in fig. 2.2e. Further, it is inter-
esting to observe the symmetries in errors of Hy, H} and H{, Hj in fig. 2.2d. However, these
symmetries may not be located on the same spatial point. If they were, then the absolute error
of macroscopic entropy 7 would be much smaller than O(1077) (due to cancellations) since it

is the sum of vector-kinetic entropies.
2.8.1.3 Non-linear inviscid Burgers’ test

For this non-linear one-dimensional problem with G(U) = $U?, we choose n(U) = U?, and
correspondingly w™(U) = 2U? satisfies the compatibility condition in eq. (2.2). The initial

condition is Uy (z1) = sin(2mwz1). The domain of the problem is [0, 1), and it is discretised using

33



1

(a) Initial condn. T'=0

0.0014
0.0012

0.0010

2
& 0.0008
5
=4

' 0.0006

0.0004{

0.0002

Signed Error

Absolute Error

1

(b) Numerical soln. "= 0.5

=N N W
n o wu o

g
=}

=3
o

=
—
—
—— H]

Hi

0.0

0.1 0.2 0.3 0.4 0.5
Time, t

(c) Entropy functions (d) Signed errors (e) Absolute errors

Figure 2.2: Linear rotation at 7' = 0.5 using EC scheme with C' = 0.9 and Nz, Ny = 256

256 uniform cells. Periodic boundary conditions are used here. We use entropy conserving and
entropy stable schemes respectively for obtaining numerical solutions at T' = g;; and T'=0.25
in figs. 2.3 and 2.4.

Figures 2.3a and 2.4a show that the numerical solutions match well with the exact solutions.
Figures 2.3b and 2.4b show that macroscopic and vector-kinetic entropy functions are conserved
and dissipated respectively in the smooth (T = %2) and non-smooth (7" = 0.25) cases. The
signed and absolute errors for 7" = % are shown in figs. 2.3¢ and 2.3d. Since we use second
order accurate entropy conserving scheme for vector-kinetic model and Ax is of O(1073), we
expect an absolute error of O(107°) in the vector-kinetic entropies. However, we observe an
absolute error of O(107?) in fig. 2.1d. This might be because the terms multiplying O(Axz?)
in the M-PDE of entropy equality are not O(1) due to non-linearities. The negative signed
errors in fig. 2.1c indicate that the error is globally dissipative in nature. Due to the symmetric
nature of periodic profile, there may be cancellations in errors spatially and we observe a very
low signed error of O(107'3).

Further, the signed and absolute errors for 7" = 0.25 are shown in figs. 2.4c and 2.4d. Here too,
we observe an absolute error of O(107*). Negative signed error of O(10™1) indicates entropy

dissipation after the formation of discontinuity.
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Figure 2.4: Non-linear inviscid Burgers’ test at 17" = 0.25 using first order ES scheme with
C =0.1and Nz = 256

In order to study the convergence of the problem, a very low CFL of C' = 0.1 is chosen. The

reference solution is the exact solution obtained by employing Newton-Raphson iteration with

tolerance of 107%. It is seen from table 2.2 that more than second order accuracy is attained

as the grid is refined.

I\Icléﬁlsl?elzgf Axy Ly norm | O(Ly)
64 0.015625 | 0.000281831]| -
128 0.0078125 | 0.000118395| 1.89
256 0.00390625 4.37E-05 | 3.24

Table 2.3: EOC for non-linear inviscid Burgers’ test at T' = % using EC scheme with C' = 0.1

2.8.2 Shallow water equations

We consider the shallow water equations,

Oy

p

pu;

+ Oy

pujUq + poaj

pUd

=0; p=rp’; j€{1,2,..D}
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with initial condition U(xy, .., x4, .., xp,0) = Ug(x1, .., 24, .., zp). Here, U = [ P ] , G (U) =
pu;

Pld
PUjUG + Pl

shallow water community. In this case, p = % gh?.

The entropy function is n (U) = % puju; + rp?, and correspondingly the entropy flux functions

become w@ (U) = uy (%pujuj + 2/@02). F,, and H] of vector-kinetic model are found using

eq. (2.25) and eq. (2.28) respectively. The constants a,,, b9 and \ are chosen as described in

and Kk = % The notation h, g with h = p, g = 2k = 1 is commonly used in the

2.10. The time step is chosen as

Az

At <C o Ax = min (Azy) (2.81)

*
Here, C' is the CFL number. Let us construct the entropy conserving flux (vﬁ,ﬁl)Fm> | satis-
id+§

fying eq. (2.40). Consider the arithmetic average A, 41 = 2 (A + A +1). This average satisfies

[[AB]]idJr% = A1 [[B]]iﬁ% + Eiﬁ% [[A]]Z.ﬁ%. Hence, the entropy conserving condition in

eq. (2.40) can be expressed as,

<[2/<a[[p]]id+é = Ukt L [[Uk]]iﬁ;] (v(d)F X > _

(3]l 2 ) ey

vl <2ﬁid+% <6Lm HPHWF% + bfnu_kid—i-% [[P]]id+%> +?id+% (bfn Huk]]iﬁ%)) (2.82)

ig+ds We obtain

Equating the terms corresponding to [[p]], .1 and [[u,]]

d+2

d)— _
vﬁn)piﬁ% (am + b’;iukiﬁ%)

d *
Um’”  Pigt iUy 1 | Om + m Ukigt 1 + kbl p il

. 1 —
ld+§

(2.83)

This EC flux is second order accurate in space. Let us now derive the entropy stable flux given
by eq. (2.63). We know that Zn]‘le D

iq+

robust ngl , described in [118]. That is,

L = ngll, a positive-definite matrix. We use the
3 3

D@ —R@ A@D RO (2.84)
Zd—‘r

. . 1 .
ity 3 taty tat3

where Rg:lll is a suitably scaled matrix whose columns are eigenvectors of 9yG@, and Agdll

2 dTy

is the Roe-type diffusion matrix (arithmetic averages are used). The matrices Rl(.jzrl and A

(d)
2 id+%
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for shallow water equations can be found in [117]. Then, we use D%?d+1 = ﬁD(jl
2 3 (3

1, Vm, and
2

these are positive-definite.

This results in a first order accurate ES flux. Let us derive the second order accurate ES flux

: : (d) _Rr@ 4@ W
given by eq. (2.72). As in [118], we express Did% <(V)>id+% = Riﬁ%Aiﬁ% <<W>>z’d+§ where
= _R@ R@T @ S - :
<< W >>id+§ = Bid+%Rid+% [[V]]iﬁ%. Here, Biﬁ% is a positive diagonal matrix. Now, consider

the minmod limiter

s min(|A|,|B|) if s = sign(A) = sign(B)

) (2.85)
0 otherwise

u(A, B) = {

Then, the reconstruction

<<W>>id+; - Rﬁfff% [V1liye1 = % (u <R§j):§ [V ,jof% HVH%H;)
+ p (jof% [[V]]id—% ,Rl(jf% [[V]]iﬁ%)) (2.86)

Ejﬂr , is a positive diagonal matrix, the sign
2

sign (W), ., ) = sion (R, [VI,.) (2.57)

holds true, and the entropy stability is maintained. For vector-kinetic entropy stability, we use
d d
D5 (V))iyr = 4D, (V) 1, V.

igty id"'% o Zd+%
It may be noted that we have derived the EC fluxes for vector-kinetic model from the vector-

results in a second order accurate ES flux. Since B

property

kinetic framework. Unlike this, we obtained the ES fluxes for vector-kinetic model based on

the diffusion matrices commonly used in literature for macroscopic model. This is because the
)

iq+

only requirement for entropy stability is positive-definiteness of D¢ ., and we achieve this
2

simply by employing the robust DS)+l used for macroscopic model.
2

2.8.2.1 1D expansion problem

This test case is taken from [117]. The domain of the problem is [—1,1), and it is discretised

using 128 uniform cells. The initial condition is,

—4 if T < 0
,0) =1, ,0) = 2.88
p($1 ) Ul(xl ) { 4 ifz; >0 ( )
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Figure 2.5: SW 1D expansion problem at 7" = 0.1 using first order ES scheme with C' = 0.1
and Nx = 128

Since the density can become very small, non-robust schemes will crash due to the in-ability
to maintain positivity of density. Both entropy conserving and second order entropy stable
schemes do not maintain the positivity. Hence, we utilise the first order entropy stable flux for
vector-kinetic model to obtain the numerical results at 7' = 0.1. The boundary values are kept
fixed throughout the computation, and a very low CFL of C' = 0.1 is used for robustness.

It can be seen from fig. 2.5a that the density remains non-negative. Further, the numerical
solutions of density, momentum and entropy match well with the exact solution as shown in
figs. 2.5a to 2.5¢. Figures 2.5d to 2.5f show entropy functions, their signed and absolute errors
over time (for both macroscopic and vector-kinetic entropies). Since Az is of O(1072), one
would expect an absolute error of O(1072) due to the usage of first order entropy stable flux. In
fig. 2.5f, we observe a better absolute error of O(1073) in vector-kinetic entropies. Macroscopic
entropy which is the sum of vector-kinetic entropies has an absolute error of O(1072). The
negative signed errors in fig. 2.5¢ indicate the global dissipation of macroscopic and vector-
kinetic entropies. This can also be seen in fig. 2.5d from the decrease in global macroscopic and
vector-kinetic entropies over time. It may be noted that the magnitudes of signed and absolute
errors of all entropies in figs. 2.5e and 2.5f are same. This indicates that the first order entropy

stable fluxes are dissipating the entropies at almost all spatial points, and not just globally.
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2.8.2.2 1D dam break problem

This test case is also from [117]. The domain of the problem is [—1,1), and it is discretised
using 128 uniform cells. The initial condition is,

15 ifxy <0
21,0) = , ur(r1,0) =0. 2.89
pl1,0) {1 oSy ) (2:89)

The numerical results obtained using first and second order entropy stable schemes at T' = 0.15
are shown in figs. 2.6 and 2.7 respectively. The second order entropy stable reconstruction
need not produce monotone solutions near discontinuities. Hence, a minmod flux limiter (that
combines first and second order entropy stable fluxes) is employed to produce monotone solution
near discontinuities. The boundary values are kept fixed throughout the computation, and a
CFL of C'= 0.4 is used.

It can be seen that both first and second order (with minmod limiter) schemes capture the
solution profile reasonably well. A positive signed error for H{ in figs. 2.6e and 2.7e indicates
that the numerical diffusion added for the flux corresponding to H{ is not sufficient to account
for the entropy dissipation across discontinuities. This is because we have added equal weights
of robust DS}F% to each of the vector-kinetic entropies, irrespective of their entropy dissipation

requirements. Nevertheless, the error in macroscopic entropy which is obtained as the sum of

vector-kinetic entropies is still negative (indicating entropy dissipation).
2.8.2.3 2D periodic flow

This test case is taken from the literature on asymptotic preserving schemes [177]. In order to
be useful in our context, we have taken the value of asymptotic parameter to be 1. The domain
of the problem is [0,1) x [0, 1), and it is discretised using 256 x 256 uniform cells. The initial

condition shown in fig. 2.8a is given by,

p(x1,72,0) = 1+ sin® (27 (v + 22)) (2.90)

uy (1, 29,0) = ug(x1, 29,0) = sin (27 (1 — x2)) (2.91)

The numerical results obtained using entropy conserving scheme at 7' = 0.1 are shown in
fig. 2.8b. Periodic boundary conditions are employed, and a CFL of C=0.5 is used. It can be
seen from fig. 2.8c that the macroscopic and vector-kinetic entropy functions remain almost
constant over time. From figs. 2.8d and 2.8e, we observe absolute and signed errors of O(1073)
and O(107'%) respectively. This huge difference implies that there are spatial cancellations

between positive and negative errors. This may be due to the symmetric nature of periodic
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Figure 2.6: SW 1D dambreak problem at 7" = 0.15 using first order ES scheme with C' = 0.4

and Nz = 128

profile. Nevertheless, there is global dissipation of both macroscopic and vector-kinetic entropies

as indicated by the negative errors in fig. 2.8d. Order of convergence studies show that the

accuracy attained is more than second order, and the results are shown in table 2.4. The

reference solution for convergence studies is the numerical solution with refined grid of 512 x512.

N Az ol | OUlpll) | llpwallz, | OUlpwall) lpuallr, | Olpuall)
32 | 0.03125 0.00162 | - 0.00255 | - 0.00255 | -
64 | 0.015625 | 0.000378 | 2.10 0.000362| 2.82 0.000362| 2.82
5.64 % 5.54 % 5.54 x
1281 0.0078125 10-5 2.74 10-5 2.71 10-5 2.71
7.62 X 7.33 X 7.33 X
A
256 0.00390625 106 2.89 106 2.92 106 2.92

Table 2.4: EOC for 2D periodic flow at 7" = 0.1 using EC scheme with C' = 0.5

2.8.2.4 2D Travelling vortex

This test case is also taken from the literature on asymptotic preserving schemes [177]. We
have taken the value of asymptotic parameter to be 0.8, so that it will be useful in our context.

The domain of the problem is [0,1) x [0, 1), and it is discretised using 256 x 256 uniform cells.
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Figure 2.7: SW 1D dambreak problem at 7" = 0.15 using second order ES scheme (using

minmod limiter) with C'= 0.4 and Nz = 128

The initial condition shown in fig. 2.9a is given by,

p (21, 29,0) = 110 + <0.64 (%) ) Dre (a1, 1) (k (re) — k (1))

™

uy (x1,22,0) = 0.6 + 1.5 (1 + cos (re (z1,22))) Dre (z1, 22) (0.5 — x9)
ug (x1,22,0) = 0+ 1.5 (1 + cos (re (x4, x2))) Dre (xq, x2) (21 — 0.5)
with
. ]' ]- . 3 2
k(q) = 2cos (q) + 2q sin (q) + geos (2q) + 7q sin (2q) + 74
re(xy, xa) = 4 (21 — 0.5)* 4 (25 — 0.5)2)5

1 ifre(xy,zs) <7

0 otherwise

Dre(zy,12) = {

(2.95)

(2.96)

(2.97)

The second order entropy conserving and entropy stable schemes do not distort the structure

of vortex, while the first order entropy stable scheme does. We present the numerical results

obtained using second order entropy conserving scheme at 7' = 0.1 as shown in fig. 2.9b.

Periodic boundary conditions are employed, and a CFL of C=0.5 is used.
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Figure 2.8: SW 2D periodic flow at 7" = 0.1 using EC scheme with C' = 0.5 and Nz, Ny = 256
(Blue, red and green lines are beneath the yellow line)

From fig. 2.9d, we observe that the absolute errors of macroscopic and vector-kinetic entropies
are of O(107%). On the other hand, the signed errors in Hy and HJ are of O(107'!) (fig. 2.9g),
while those in H{ and H; are of O(107°) (fig. 2.9f). Moreover, the signed error profiles of
vector-kinetic entropies are symmetric resulting in a much lower signed error of O(107'*) for n
(not shown in plot). However, these symmetries in signed errors must be located at different
spatial points. If they were located at the same spatial points, then we would observe a much
lower absolute error in macroscopic entropy, unlike O(107?) in fig. 2.9d.

Order of convergence studies are shown in table 2.5. It is seen that the accuracy attained is
more than second order for pu; and pus. For p, the required order of accuracy is observed in
coarser mesh rather than in fine mesh, and this matches the conclusion made in [263] where the
analyses concerning types of vortices (based on their regularity) and their usage for validation

of orders of accuracy of numerical methods are discussed.
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N | Az ol | O(lelD) | Hlpualle, | OUlpwal]) [lpusl|r, | O(lpusll)
32 | 0.03125 | 0.000156| - 0.00339 | - 0.00709 | -

64 | 0.015625 4'1%% 1.83 | 0.000505| 2.75 0.00105 | 2.75
128] 0.0078125 2‘f§f’5x 111 | 0.000105| 2.26 0.000174| 2.60

Table 2.5: EOC for 2D travelling vortex at T" = 0.1 using EC scheme with C' = 0.5
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Figure 2.9: SW 2D travelling vortex at 7' = 0.1 using EC scheme with C' = 0.5 and
Nz, Ny = 256

2.8.2.5 2D cylindrical dambreak

This test case is taken from [117]. The domain of the problem is [—1,1) x [—1,1), and it is

discretised using 100 x 100 uniform cells. The initial condition is given by,

(2.98)

p(x1,22,0) = , ug (21, 22,0) = uy (21, 29,0) =0

2 if (22 +x§)% <05
1 otherwise

The numerical results of first and second order (with minmod limiter) entropy stable schemes
at T = 0.2 are shown in figs. 2.10a and 2.11a respectively. A CFL of C' = 0.4 is used, and
periodic boundary conditions are employed. From figs. 2.10d and 2.11d, we observe that the
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(a) Density at T'= 0.2

Figure 2.10: SW 2D

(a) Density at T' = 0.2
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Figure 2.11: SW 2D cylindrical dambreak at T'= 0.2 using second order ES scheme (using
minmod limiter) with C' = 0.4 and Nz, Ny = 100

absolute errors in entropies are of O(107?). Further, from figs. 2.10c and 2.11c, we observe that

the signed errors in entropies are of O(107%). The negative signed errors indicate that there is

global dissipation of entropy.

2.9 Summary and Conclusions

The following are the major highlights of the chapter.

e We provided a modification to the vector-BGK model, and this allows us to obtain entropy
flux potentials that are required in the consistent definition of interface numerical entropy

fluxes. Lemmas 2.1 and 2.2 are essential in obtaining the entropy flux potentials.

e We showed in theorems 2.1 and 2.2 that the moment of entropy conserving/stable schemes
for vector-kinetic model results in entropy conserving/stable schemes for macroscopic

model. Lemma 2.1 plays a crucial role by rendering the linearities in the involved mo-

ments.

e In the numerical

tests of scalar smooth problems, we employed our entropy conserving

scheme and observed that the macroscopic and all the vector-kinetic entropies involved
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are conserved (up to absolute error). We also used signed error to observe global entropy

dissipation/production due to higher order terms for which conservation does not apply.

e For shallow water equations, we derived an entropy conserving flux for vector-kinetic
model by considering arithmetic averages of primitive variables. We used this entropy
conserving scheme on smooth problems such as periodic flow and travelling vortex. In

both cases, we observed the conservation of macroscopic and vector-kinetic entropies.

e We considered the 1D expansion problem where non-positivity of density can easily occur
in non-robust schemes. For this, we employed the first order entropy stable scheme for
vector-kinetic model and observed that the macroscopic and all vector-kinetic entropies

involved are dissipative in nature. We also do not encounter non-positivity.

e In the non-smooth category, we considered scalar non-linear inviscid Burgers’ test, 1D and
2D cylindrical dam-break problems. The second order entropy stable scheme employed
for scalar case dissipates macroscopic and all vector-kinetic entropies. For the shallow
water case, we employed the first and second order entropy stable schemes for vector-
kinetic model. In 1D dam-break problem, we observed that some of the vector-kinetic
entropies are not really dissipative, as their dissipation matrices are not built based on the
dissipation requirements near discontinuities. Further research is required on the choice

of appropriate robust dissipation matrices for vector-kinetic model.

Thus, the entropy preserving scheme developed in this chapter preserves both vector-kinetic
and macroscopic entropy functions. It is interesting to observe that the entropic numerical
solutions of macroscopic model do not experience a notable difference when two different routes
(via vector-kinetic and macroscopic) are taken.

If the proposed entropy conserving scheme for vector-kinetic model is applied to the Euler’s
system, the vector-kinetic entropy conserving condition in eq. (2.40) can be satisfied analogous
to the ways available in literature to satisfy entropy conserving condition for macroscopic model
in eq. (2.8). One can derive the fluxes by utilising an elegant and non-costly route available in
literature (for instance, by defining primitive variables, substituting for entropy variables and
entropy flux potentials in terms of these primitive variables into eq. (2.40), and equating the
coefficients of the jumps in the primitive variables, as introduced in [158] for satisfaction of the
condition in eq. (2.8)), and this is a work in progress. It is expected that the moment of such
entropy conserving flux functions for vector-kinetic model derived using a particular method
(say, [158]) will be an entropy conserving flux function for macroscopic model derived using the
same method ([158]).
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2.10 Appendix: Choice of constants a,,, bfﬁf)

We know that the moment of eq. (2.24) becomes the given hyperbolic system in eq. (2.1), if
the constants a,,, b in eq. (2.25) satisfy the moment constraints in egs. (2.26) and (2.27). We
also know that, if the convex entropy function for vector-kinetic model (eq. (2.28)) is used, then
the moment of eq. (2.30) becomes eq. (2.3) with equality. Further, positivity of eigenvalues of
OuF,, is an important requirement for obtaining the entropy flux potentials and the results of
theorems 2.1 and 2.2. Therefore, in order for the formulation to hold, the constants a,,, b are
required to satisfy eqs. (2.26) and (2.27) along with the positivity of eigenvalues of dyF,,.

For one dimensional hyperbolic systems, we consider two discrete velocities, 7.e., M = 2. Let

1 1
m =0 = (2.99)
1 1
o = —2)\,b§1) =) (2.100)

If vf) = X and v{") = — ), then the moment constraints in eqs. (2.26) and (2.27) are satisfied.
Further,

cig (OuF,) = eig (%I + %%G(l)) (2.101)
1. 1
eig (OuFy) = eig <§I — ﬁaUG.@)) (2.102)

Thus, eigenvalues of OyF,, are % + %eig (0UG(1)). Therefore, for positivity, we require A >

2
sup( eig (8UG(1)) ‘) The supremum is taken over all grid points/cells in the computational
domain.

For two dimensional systems, we consider four discrete velocities, i.e., M = 4. Let

a —i,(@:i,ag: }l’%:}l (2.103)
iV = % b = 0,6 = —%, BV =0 (2.104)
B = 0,0 = % B = 0,0 = —% (2.105)
If the following holds,
o = a0 = 0,00 = Ao =0 (2.106)
ol = 0,0 = A0 = 0,0 = -\ (2.107)



then the moment constraints in eqs. (2.26) and (2.27) are satisfied. Further,

cig (OuF,) = eig (}11 + %GUG(”) (2.108)
1.1

eig (OuF,) = eig (ZI + ﬁaUc;<2>) (2.109)
1. 1

eig (OyF3) = eig (11 — ﬁaUG<1>) (2.110)

eig (OuFy4) = eig ZI - ﬁf)UG (2.111)

Thus, eigenvalues of JyF,, are % + %eig (GUG(I)) and 71; + %eig (8UG(2)). Therefore, for
positivity, we require A > 2 sup (’eig (8UG(1))} , ‘eig (0uGW¥) |) The supremum is taken over
all grid points/cells in the domain.

47



Chapter 3

High order asymptotic preserving
scheme for diffusive-scaled kinetic

equations

Diffusive scaled linear kinetic equations appear in various applications, and they contain
a small parameter € that forces a severe time step restriction for standard explicit schemes.
Asymptotic preserving (AP) schemes are those schemes that attain asymptotic consistency and
uniform stability for all values of €, with the time step restriction being independent of €. In this
chapter, we develop high order AP scheme for such diffusive scaled kinetic equations with both
well-prepared and non-well-prepared initial conditions by employing IMEX-RK time integrators
such as CK-ARS and A types. This framework is also extended to a different collision model
involving advection-diffusion asymptotics, and the AP property is proved formally. A further
extension of our framework to inflow boundaries has been made, and the AP property is verified.
The temporal and spatial orders of accuracy of our framework are numerically validated in
different regimes of ¢, for all the models. The qualitative results for diffusion asymptotics, and

equilibrium and non-equilibrium inflow boundaries are also presented.

3.1 Introduction

This chapter is concerned with the numerical approximation of linear collisional kinetic trans-
port equations in a diffusive scaling. Such models are widely used in applications such as
rarefied gas dynamics, neutron transport, and radiative transfer. Due to the presence of a
small parameter e (which is the normalized mean free path of the particles), standard explicit

schemes suffer from a severe restriction on the numerical parameters so that they experience
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extremely high computational cost as € — 0. In the last decades, the so-called Asymptotic-
Preserving (AP) schemes have been proposed to make the numerical passage between the micro
and macro scale [180, 181, 169] possible. Indeed, these AP schemes are uniformly stable (ie the
numerical parameters can be chosen independent of € and degenerate when € — 0 to a scheme
which is consistent with the asymptotic model. These schemes efficiently deal with multiscale
phenomena and are a viable alternative to domain decomposition approaches.

In this chapter, we are concerned with high order in time AP scheme for collisional kinetic
equations in the diffusive scaling, possibly involving boundary conditions. Several works can
be found in the literature on this topic using splitting method, odd-even or micro-macro de-
compositions (see [172, 167, 169, 180, 181, 182, 182, 222, 96, 37, 189, 192, 200, 198, 240]). Our
work is based on a micro-macro decomposition as introduced in [200] where the unknown f of
the stiff kinetic equation is split into an equilibrium part p and a remainder g. A micro-macro
model (equivalent to the original kinetic one) satisfied by p and g can be derived. This micro-
macro strategy turns out to be the starting point of several numerical approximation in phase
space (using staggered grid [200], particles method [75, 74, 96], Discontinuous Galerkin method
[165, 241, 242, 240] or low rank approximation [97, 104]). Regarding the time discretization, a
suitable first order semi-implicit time discretization of the micro-macro model has been initially
proposed in [200] for which the AP property is ensured for general initial conditions. High order
extensions are usually based on IMEX Runge-Kutta methods [52, 12, 234, 40, 38, 95] which
turns out to be a useful framework to derive high order AP schemes for stiff kinetic equations
under a fluid scaling [91, 92, 93, 1]. but also under a diffusive scaling [164, 165]; in these works
however, even if the proposed numerical schemes enjoy the AP property and are high order, the
asymptotic diffusion equation is solved explicitly, leading to a stringent parabolic CFL condi-
tion for small €. This drawback is overcome using a suitable modification to the semi-implicit
time discretization of [200] which results in a first order implicit scheme for the asymptotic
diffusion equation that is devoid of the parabolic CFL condition (see [198, 75, 74]). High order
versions have been derived and analyzed in [37, 241, 240, 242], leading to a numerical scheme
which is asymptotically free from the usual restrictive parabolic condition.

In this chapter, a family of high order IMEX numerical schemes is proposed for linear
collisional kinetic equations in the diffusive scaling. According to the collision operator, the
asymptotic model can be a pure diffusion equation or an advection-diffusion equation as in [165].
The numerical schemes presented in this chapter are high order, uniformly stable with respect to
e and degenerate when ¢ — 0 to a high order implicit scheme for the pure asymptotic diffusion
equation or to a high order IMEX scheme of the asymptotic advection-diffusion equation.

From the first order semi-implicit AP numerical scheme [75], the family of high order schemes
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proposed in this work is obtained using globally stiffly accurate high order IMEX Runge-Kutta
methods, namely type A and type CK [92, 165]. In particular, we discuss the AP property
according to the considered class (type A or CK) and according to the initial condition (well-
prepared or not). For the two cases (diffusion and advection-diffusion), the AP property is
proved with general initial condition (referred as strong AP property in the literature).

This work bears similarities with the series of works [241, 240, 242] in which high order AP
schemes are derived and analyzed for linear collisional kinetic equations in the diffusive scaling.
However, there are some differences. Indeed, in [241, 240], an artificial weighted diffusion is
added and subtracted to get an implicit scheme for the parabolic term, in the spirit of [37];
but, as mentioned in [242], this weighted diffusion term may depend on € and/or the numerical
parameters, and has to be chosen according to the considered problem which can affect the
performance of the numerical simulations. As in [242], the numerical schemes proposed in
this work directly solve the micro-macro system. Another difference lies in the choice of time
integrator (type A, in particular) that allows the scheme to be asymptotic preserving when
the initial data is not well-prepared, without requiring the reduction of initial time steps (the
numerical methods proposed in [241, 242] require the time step to be At? for p" order accurate
scheme in the initial few steps). Further, we consider here advection-diffusion problems and
problems involving incoming boundary conditions; our family of high order scheme can be
easily extended to the half moment micro-macro decomposition introduced in [199] to naturally
incorporate incoming boundary conditions, even when non well prepared boundary conditions
are considered.

Lastly, we address the space discretization in order to get a fully high order solver of the
stiff kinetic equation. Let us mention Discontinuous Galerkin methods developed in [165, 241,
242, 240] for similar purposes. Here we focus on high order classical finite difference methods
for the space approximation which only involve a discrete diffusion term to invert. Staggered
or non-staggered strategies are discussed.

The chapter is organized as follows. First in Section 3.2, the kinetic and asymptotic diffusion
models are introduced. Then in Section 3.3, high order time integrators (using globally stiffly
accurate IMEX Runge-Kutta temporal discretization) are proposed, and their AP property in
the diffusive limit is addressed in Section 3.4. Section 3.5 is devoted to the space approximation.
In Section 3.6, we discuss some extensions to other collision operators and to half moments.
In Section 3.7, numerical results are presented, illustrating high order accuracy and the main

properties of the schemes.
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3.2 Kinetic equation, diffusion limit and micro-macro

decomposition

In this section, we introduce the kinetic model in diffusive scaling, and recall the asymptotic
limit. Then, the micro-macro decomposition is performed to derive the micro-macro model

which serves as a basis for numerical developments.

3.2.1 Linear kinetic equation with diffusive scaling

Let © C R? be the position space and V' C R? be the velocity space with measure du(v). We

consider the linear kinetic equation with diffusive scaling,
1 1 .
Of+-v-Vof ==Lf, (tz,0) eRT xQxV (3.1)
€ €

where f(t,z,v) € R is the distribution function (depending on time ¢t € RT, space z € Q C R?
and velocity v € V C R?) and € > 0 measures the dimensionless mean free path of particles or

the inverse of relaxation time. We consider the initial condition,
F(0,2,0) = f(z,v), (2,0) € QxV (3.2)

and boundary conditions are imposed in space. In this work, we will consider periodic boundary
conditions or inflow boundary conditions. The linear collision operator L in eq. (3.1) acts only
on the velocity dependence of f, and it relaxes the particles to an equilibrium M (v) which is

positive and even. We denote for all velocity dependent distribution functions h,

_ fv h(v) du

<h>V o fv M(U) d/ﬁ.

(3.3)

In particular, we obtain (M), = 1 and (vM),, = 0. Further, the operator L is non-positive

and self-adjoint in L* (V, M~'du), with the following null space and range:

N(L) = {f: f € Span (M)}, R(L)=(N(L))" = {f:(f)y =0} (34)
Therefore, L is invertible on R(L) and we denote its pseudo-inverse by L.

3.2.2 Diffusion limit

In the limit € — 0, it is seen from eq. (3.1) that f — fo where f; belongs to N(L). Thus,
fo = p(t,x) M where fy solves Lfy = 0 and where the limiting density p is the solution of the
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asymptotic diffusion equation. To derive the diffusion equation, a Chapman-Enskog expansion
has to be performed to get f = fo + eL™ (v M) - Vop + O(€?). Integrating with respect to the

velocity variable enables to get the diffusion limit

Op— V- (kVyp) =0 with k = — (v ® Lil(vM)>V > 0. (3.5)

3.2.3 Micro-macro decomposition

In this part, we derive a micro-macro model which is equivalent to (3.1), and this is the model
that will be discretized in the next sections. First, we consider the standard micro-macro

decomposition of the unknown f [200, 198],

f=pM+g, with p(t,z)=(f), and (g),, =0. (3.6)

We introduce the orthogonal projector ITin L? (V, M ~'du) onto N(L): ITh = (h),, M, which will
be useful to derive the micro-macro model. Substituting eq. (3.6) into eq. (3.1) and applying
successively IT and (I — IT) enables to get the micro-macro model satisfied by (p, g)

1
Oup+ =V - (vg)y =0, (37)
1 1 1
O+~ (I ~T0) (v~ Vog) + -oM - Vop = 5 Lg. (3:8)

Initial conditions for macro and micro equations become

p(0,2) = p"(x) = (f™(x, "))y, (3.9)
9(0,2,v) = g™ (x,v) = f"(z,v) — P (@) M (), (3.10)

whereas the boundary conditions for p and g become periodic if f is periodic. From the micro

part (3.8), a Chapman-Enskog expansion of g can be performed to get
g=—€(0, — L)_1 ((I —1II)(v-V.g9) +vM - V;,;p> =eL ' (vM) - Vop + O(e?),

under some suitable smoothness assumptions. Inserting this expression in eq. (3.7) leads to
eq. (3.5) in the limit € — 0.

52



3.3 Time integrators

In this part, we present the family of high order time integrators for the micro-macro model
(3.7)-(3.8). We will keep the phase space variables continuous to ease the reading. We first
recall the first order temporal scheme which leads to the implicit treatment of the asymptotic

diffusion model before introducing the high order version.

3.3.1 First order accurate time integrator

Given p", g" that approximate p, g at time ¢ = nAt, we obtain the solution p"™!, ¢g"*! from the
following time integration of eqs. (3.7) and (3.8) respectively. We use the following first order
implicit-explicit (IMEX) strategy to attain the asymptotic preserving property

anrl — pn _ ?Vz A <Ugn+1>v, (311)

At
E—QLg”H. (3.12)

At At
g =g = — (I =) (v Vag") = —0oM - Vo™
€

The implicit treatment of density gradient in micro equation (3.12) and fully implicit treatment
of the macro equation enables us to get an implicit scheme for diffusion equation in the limit
e — 0.

Although the macro equation is treated in a fully implicit manner, p"*! and ¢"*! can be updated

using egs. (3.11) and (3.12) in an explicit manner. From eq. (3.12), we get
gt = (€1 - AtL)_1 (9" — eAt (I —1I) (v - Vug") — eAtoM -V p" ). (3.13)
Inserting this in eq. (3.11), we obtain the following implicit scheme for the macro unknown
Pt =p" = ALV, - (v (€] — AtL)_l(eg”—At (I —1I) (v- Vog") = AtoM -V, p" 1))y,

or, expressing p"! as quantities at iteration n
Pt = (I - APV, - (DeAth))_l (p”—Ath'<v (] — AtL)_l (eg" — At (I —1I) (U~V2g"))> )
v
with Dear = (0@ (2 — AtL)~" (uM))y. Thanks to this time integrator, p"™* can be updated
by inverting a diffusion type operator. Following this, ¢g"*! can be found explicitly from the

knowledge of p"*1. This first order scheme introduced in [198, 75] is the basis of the high order

scheme presented below.
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3.3.2 High order accurate time integrators

Following previous works [92, 165, 37, 241], we will consider globally stiffly accurate (GSA)
IMEX Runge-Kutta (RK) schemes to construct high order time integrators for the micro-
macro model egs. (3.7) and (3.8). An IMEX RK scheme is represented using the double
Butcher tableau [52, 12]

(3.14)

where A = (@;;) and A = (a;;) are sx s matrices which correspond to the explicit and implicit
parts of the scheme (A and A respectively are lower triangular and strictly lower triangular
2;11 aj, ¢ = Z;:l a;;, and the vectors
b = (b;) and b = (b;) give quadrature weights that combine the stages. For GSA IMEX RK

scheme, we have

matrices). The coefficients ¢ and ¢ are given by ¢; = >

¢e = ¢ =1 and ay = b;,d,; = b;, Vi€ {1,2..,s}. (3.15)

An IMEX RK method is type A if the matrix A is invertible, and it is type CK if the first row
of matrix A has zero entries and the square sub-matrix formed by excluding the first column
and row of A is invertible. In the special case where the first column of A has zero entries, the
scheme is said to be of type CK-ARS. The reader is referred to [92] for more details. In this
work, we employ both type A and CK-ARS schemes.

The first order GSA IMEX RK scheme employed in egs. (3.11) and (3.12) follows the type
CK-ARS double Butcher tableau (known as ARS(1,1,1)),

0 0 0 0
111 0 1 (3.16)
10 0 1

We now use the general IMEX RK scheme from (3.14) with GSA property eq. (3.15) for obtain-
ing high order accurate time integration of macro and micro egs. (3.7) and (3.8) respectively.

We introduce the following notations in the presentation of our scheme.

Th® = (I - 1) (v V,h*), (3.17)
DY), = <v ® (21 — ayyAtL) ™ (UM)>V , (3.18)
195 = (1 — agAtL) . (3.19)
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We will construct high order IMEX RK schemes following the first order guidelines (fully im-
plicit treatment of macro equation, implicit treatment of density gradient and relaxation terms
and explicit treatment of transport term in micro equation). Given p" g" that approximate
p, g at time ¢ = nAt, we obtain the internal RK stage values pU) and ¢V, j =1,... 5 as
| LAt
U) = pn — ajk—V -(vg k)>v : (3.20)
k=1

P
i .
Zak—frg Za]k—vM Vap k)—i-Zajk—Lg (3.21)
k=1

where, as usual, the summation Z _, in the explicit term is zero for j = 1.

Although the expressions above are implicit, the stage values p*, gt can be found in an explicit
manner by using the known quantities p", g”, and the stage values pU), ¢, Vj € {2,3,..., s}
can be found explicitly from p”, ¢" and the previous stage values p®, g, VI € {1,2,...,5— 1}.
Indeed, proceeding similarly as for the first order scheme, we get the following expression of

g¥,j=1,...,s from eq. (3.21),
Jj—1 Jj—1
Je At ( gt — eZa]kAt‘Tg — GZ ajrAtvM - pr + Z a]kAtLg ) (3.22)
k=1 k=1 k=1
Further, we write eq. (3.20) by splitting the summation on k as
— At At
P =0 = ap—Ve (vg®), —a— V. (vg"), .
k=1

and inserting eq. (3.22) in the last term leads to the update of p\¥) for j =1,...,s

j-1
) = <1 — APV, - (DE{’NW))_ (p — Za]k—v (vg™),, (3.23)
i1
_ajjAth . < 56 At (eg — JE:ELJkAt‘J'g(k)
. k=1 ;
— Z CijAtUM : Vmp( Z Jk:AtLg >V> )
k=1 € k=

where the definition of T, @git and Jg)m are given by egs. (3.17) to (3.19). After this reformula-

tion, p¥) can be computed from (3.23) by inverting a linear elliptic type problem and following
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this, g¥) can be found from eq. (3.22). The GSA property in eq. (3.15) guarantees that the

solution at t"*! = (n 4 1)At is same as the last RK stage values, that is, p"*' = p(*) and
n+l _ (s)
g =g

Remark 3.1 The IMEX strategy is similar to the one presented in [2/2] where the Schur
complement is employed to make the scheme efficient from a computational point of view. Here,
inserting g in the update (3.23) of p) leads to a similar scheme.

However, we present here the asymptotic preserving properties of both CK-ARS and type A time
integrators and show that the type A time integators require neither well-prepared initial data

nor the treatment of reducing initial time steps as in [242).

3.4 Asymptotic preserving property

In this section, we show that the time integrated scheme (3.23)-(3.22) becomes a consistent
scheme for the diffusion equation (3.5) in the limit ¢ — 0. We will discuss the asymptotic
preserving property for both CK-ARS and type A time integrators. First, we recall the definition

of well-prepared initial data in our context.

Definition 3.1 (Well-prepared initial data)The initial data p(0,x) and g(0,z,v) in egs. (3.9)
and (3.10) are said to be well-prepared if g(0,z,v) = O(e).

Lemma 3.1 Assume that € is sufficiently small. Let aj, and aj, be the coefficients of the RK
method (3.14) applied to the scheme (3.20)-(3.21). Then, the following holds:

1. CK-ARS case: If g" = O(e), then gV = g" = O(¢) and
g9 = eL Y (vM) - V,p9 + 0 (?), Vi€ {2,...,s}.

2. Type A case: gV) = eL ' (vM) -V pU) + 0 (e?), Vj € {1,...,s}.

Proof: Let j e {1,...,s} such that aj; # 0. Observe that the operator Jgﬁt defined in (3.19)

admits, for small €, the following expansion:
19N, = —(aiyAtL) ™+ O(e). (3.24)

Consider now an A-type time integrator, so with a;; # 0 for any j € {1, ..., s}, and assume

g" = O(1). From (3.22) and the previous expansion, we obtain
g = —(anAtL) ! [—eann At M - V,p] + O(e?) = eL ™ (vM) - Vp) + O(€?).
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Now, the proof is performed by induction on j € {2,..., s} assuming that for any k € {1,...,j—
1}, g = eL=Y(vM) - Vop® + O(e?). In particular ¢*) = O(e) and the formula (3.22) has

therefore the following expansion:

j i1
g9 = —(a;AtL) 7| O(A) — €Y apAtoM - Vop® + 3" aAtLg ™ | + O(e?).
k=1 k=1

Inserting the induction hypothesis in the last sum, most of the terms in the two sums eliminate
so that finally g¥) = eL=Y (v M) - VopU) + O(€?).

The case of a CK-ARS time integrator is slightly different. First a;; = 0 so that ¢t = ¢ =
O(e) by the particular well-prepared assumption. Now age # 0 and (3.22) has the following

expansion for j = 2:
9 =—(anAtL) ' O(e?) —eanAtoM - V,pP| +O0(e?) =eL ™ (vM) -V, p» + O(e?).

Again, the proof is by induction on j € {3,... s} assuming for any k € {2,...,7 — 1}, g =
eL Y (vM) - V,p® + O(e?). The same computation as above is available since g = O(e). One
has (note that aj; = 0 for any j so that the sums start at k = 2):

j it
g9 = —(a;;AtL)™1 | O(?) — EZ ajpAtoM - V,p*) 4 Z ajAtLg® | +O(e?)
k=2 k=2

= LN (wM) - Vop9 4+ O(e2).

O

Due to the GSA property of both time integrators, we have g"*! = ¢ = eL~'(vM) -
Vop® + 0 (2) = eL7H(vM) - Vop"* + O (¢2) for sufficiently small . Thus, the following are

evident from Lemma 3.1:

1. For type CK-ARS, if the initial data is well-prepared (that is, ¢° = O(e)), then g" =
O(e), ¥Yn > 0.

2. For type A, if the initial data is such that ¢° = O(1), then g" = O(¢), Vn > 0.

As observed in [92], the initial data does not need to be well-prepared for type A time integrator,

unlike type CK-ARS, to ensure AP property.

Theorem 3.1 Consider the scheme (3.20)-(3.21) approzimating the macro-micro model (3.7)-
(3.8), with the RK method (3.14) of type A or of type CK-ARS (with well-prepared initial data
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g° = O(e)). Then in the limit ¢ — 0, the scheme (3.20)-(3.21) degenerates to the following

scheme for the diffusion equation

J
pV) = p 4 Z ap AV, (KVpW) Vi =1,.. s, k=—(v® L(vM)),, . (3.25)

k=1
Proof: Corresponding to each case (CK-ARS or type A), we have the following:

Type CK-ARS Assumptions in criterion 1 of Lemma 3.1 are satisfied, and its implications
can be utilised. Hence, inserting ¢ = eL ™' (vM) - V,p) + O(€?), V¢ € {2,3,..,5} into
eq. (3.20), we get (recall that a;; = 0)

. Al <
G = pn — > iV - (el (M) - V,pM) 4 Ofe),
k=2

p

j
=p" — At Z iV - ((v @ L_I(UM)>V pr(k)) + O(e).
k=2

Type A Assumptions in criterion 2 of Lemma 3.1 are satisfied, and its implications can be
utilised. Hence, inserting ) = eL='(vM)-Vp¥) +0(e?), V¢ € {1,2, .., 5} into eq. (3.20),
we get the required result by following the same simplification as before. The only differ-
ence is that here >7_, instead of Y7 ..

O

Remark 3.2 For type CK-ARS, if the initial data is not well-prepared, computing ¢® from
(3.21) involves €222 L= (I —TI)(v - Vog") which is not of O(€*). Thus,
9 = LT (0 Vag®) + L (M) - Vap® 40 (),
22

and inserting in the macro equation eq. (3.20) for j = 2 leads to (since ay; = 0)

p? = pn—?m (v& L' (I - MoVigM)), —anAtV,-((v® L™ (vM)), V.p®)+0(e),
22

which is not consistent with the diffusion equation. Thus, for CK-ARS, asymptotic consistency

cannot be attained if the initial data is not well-prepared.
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3.5 Space and velocity discretization

In this section, we present the spatial (for both non-staggered and staggered grids) and velocity

discretization strategies that we employ in our numerical scheme.

3.5.1 Discrete velocity method

For the velocity discretization, we will follow the discrete velocity method [170]. Thus, the
velocity domain is truncated as v € [—VUmax, Umax), and a uniform mesh is used vy = —vyax+kAv,
k=1,...,N,(N, € N) and Av = 20y, /N,. Further, f(¢,z,v) and M (v) are represented as:

fu(t,x) = f(t,z,vr), My := M(vg) for k=1,... N,.
Then, according to the definitions (3.3) and (3.6), we have for j =1,..., N,

Nvl
Yoo fulv and

Ny—1

v A
N—l Y oheo Jr Vs
v M Av

(01t 0), ~ A2y 2 M

p(t,x) ~

For the presentation, we will keep velocity continuous to focus on space discretization.

3.5.2 Space discretization using staggered grid

First, we will consider staggered grid to approximate ¢/} and p\) in space following [200]:
the two meshes of the space interval [0,1] are z; = Az and x;41/0 = (1 + 1/2)Ax for i =
0,...,Nz(N, € N*), with Ax = L/N,. Periodic boundary conditions will be considered in this
section.

The expressions for gi) and pU) in (3.22)-(3.23) are spatially discretised by considering
staggered grid: pU) is stored at z; (p7 ~ pU)(z;)), and g is stored at z; 1 (951)1/2(1)) ~
g9 (z;41/2,0)). The term v - V,¢g® in (3.22) and (3.23) is discretised in an upwind fashion as
v- Ve =t -Gy, +v - G, where v* = (v |v])/2, G, denote the N, x N, matrices that

approximate V. For instance, the first order version is

G, = ! —circ([—1,1]), G/ :Aixcirc(ﬁ,l]), (3.26)

upw AQZ’ upw
where the notation circ is defined in section 3.8. With these notations, we get

gD, — g, @) _ )
2 _"_ /U*

(v0eg”), ., =0 gy v g = (PG G o)

where in the last term, the ¢ index has to be understood as the i-th component of the vector.
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Instead of first order upwind discretization, one can also use high order upwind discretizations
so that the matrices G, will be different. Further, the term vM - V,p* in (3.22)-(3.23) and

upw

the terms of the form V, - ((-)), in (3.23) are discretised using second order central differences

as in [200]. In particular, the term vM - V,p® is approximated by

k) _ ®
k N Pit1—Pi k _
(M O,p! >)%/,; vM=E = (M Geen,p™),, Geen,= g cire((=2, 1) (3.27)

Finally, the gradient terms V, - ((-)), in (3.23) are approximated as follows

<<'>V)i+1/2 B (<'>V)z‘—1/2 o

(81’ <'>V)xi: Ax _(Gcenp <>V)z ) Gcenp:ALxCirC(l:_l,l]>. (3-28)

Again, high order centered finite differences methods can be used so that it will give different
expressions for Geen, and Geen,. Let us remark that the term V, -V, = V2 in (3.23) is ap-

. . 1
prox1mated by Gceanceng) 1€ Gceanceng = AzZ

circ([1, =2, 1]), which gives the standard second
order approximation of the Laplacian.

To ease the reading, we present the fully discrete scheme for first order ARS(1,1,1) but the
generalization to high order can be done using the elements of Section 3.3

gt = (1 - AtL)_1 (Eg"—eAt (I —1I) (vF G, +v G

oot G,
7 = (1= APGear, (v (1= ML) (0M1)) Gear, )

(ﬂ"—Athenp <v (2 — AtL) ' (eg" = At (I = T0) ((v* Gy +v~ G gn))>v> '

) 9" —eAtvM Geen, p" )

3.5.3 Space discretization using non-staggered grid

We also address the case of non-staggered grids which may be more appropriate when high
dimensions are considered in space since only one spatial mesh is used: z; = iAx, for i =
0,1,.., N,, with Az = L/N,. Let ¢v) and p¥) in (3.22)-(3.23) Vj € {1,2, .., s} be approximated
in space by gl(j)(v) ~ gV (z;,v) and pgj) ~ pU)(z;). The term v - Vg% in (3.22)-(3.23) is
where v+ = (v & |v|)/2. Here,
Guipw denote the matrices that represent an upwind approximation of V,. For instance, the

definition (3.26) can be used, but also its third order version

. . . . . o + — —_ +
discretised in an upwind fashion as v -V, = v" G, + v G,

1 1
- . B + Ce(9 _
Goow = _6A:I;C|rc([1’ 6,3,2]), Goow GA:UCWC([ 2,-3,6,—1]), (3.29)
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where circ represents the matrix notation described in section 3.8 can be used. The term
oM - V,p%®) in (3.22)-(3.23) and the terms of the form V, - ((-)),, in (3.23) are discretised in
central fashion, since these terms act as source in eq. (3.22) and diffusion in (3.23). Here, V,
is approximated by central differences as in (3.28) or (3.27) but in the non-staggered case, the
same matrix can be used for both terms. As an example, the fourth order central difference

produces:

Gcen = mCIfC([l, —87Q, 8, —1]) (330)

The term V, - V, = V2 in (3.23) is discretised as the matrices product G2, = GeenGeen- Like
in the staggered grid case, we present the fully discrete scheme for first order ARS(1, 1,1) time
discretization to ease the reading:

gt = (1 — AtL)fl (9" —eAt (I — 1) (vF Gy, + v G,

upw upw
-1

Pt = (1= A G ((v & (€1 = ML) (0M)) Gen) ) X

(ﬂ” — AtGeen <v (€1 = AtL) ™ (e = At (I =11) (0" Gy + v G) n))>v>

) g" —eAtvMGcenp"+1)

Remark 3.3 We know that the term Zizl ajk%vx . <vg(k)>v in (3.20) is split into first j — 1
and last j contributions, and g\ is substituted for the last j contribution, as in (3.23). The
gradient in Zk 1 ajk. 'V, <vg >V of (3.23) is discretised using Gen,. Further, the substitution
of g9 for the last j hints the combination of V-V, as V2 for the terms of g involving Vg
and V,p. However, if we choose a spatial discretization for Vi as Gy, then these terms will
experience Geen, Geen, for the first j —1 contributions and Ggjg for the last j contribution of the
pY) wupdate equation. This disrupts the ODE structure present in RK time discretization, and
hence reduction to first order time accuracy was observed numerically. Therefore, in order to
retain high order time accuracy, it is important to carry out the space discretization carefully.
Hence, we do not introduce a different discretization for Vi, and we retain Geen, Geen, even for

the last j contribution of p9) equation.

Remark 3.4 The matrices introduced for spatial discretization do not change the Chapman-
Enskog expansion so that the AP property is still true in the fully discrete form. Thus, we
have g = eL™Y (vM)Geen,p*) + O(€?) for k € {1,..., s} by using type A. For CK-ARS with
well-prepared data, we have g% = eL™ (v M) G cen,p™ + O(€?) for k € {2,...,s}. Inserting this

in macro equation, we get the corresponding RK scheme for the diffusion

J
P = p" — At 43 Geen, (v ® L7 (M), Geen,p™) + Oc).

k=1

61



3.6 Extensions to advection-diffusion collision operator

and inflow boundary problems

In this section, we show that our high order AP schemes can be extended to other problems

involving advection-diffusion asymptotics and inflow boundaries.

3.6.1 Advection-diffusion asymptotics

In this part, an advection-diffusion collision operator is considered (see [171, 165]),
Lf:=Lf+eM-A(f),, AeRY |ed]l <1, (3.31)

where L denotes a collision satisfying the properties listed in Section 3.2. A famous simple
example is Lf = (f),, M — f.

Using the notations introduced in Section 3.2, we can derive the micro-macro model satisfied
by p = (f), and g = f — pM by applying II and I — II to eq. (3.1) with collision £ to get the

macro and micro equations in this context

1
O+ =V (vg), =0, (3.32)
€
1 1 1 1
A Chapman-Enskog expansion can be performed to get ¢ = eL ™ '(vM) - Vop — eL™ (v M) -
Ap+0O(e?). Inserting this in the macro equation (3.32) enables to obtain an advection-diffusion

equation in the limit € — 0:
op+ V- ((v® L_l(vM)>V Vep) = Ve ((v® L_l(vM)>V Ap) =0. (3.34)

The goal is to design a uniformly stable high order time integrators for (3.32)-(3.33) so that
they degenerate into a high order time integrator for (3.34) as € — 0. The extension of the
schemes introduced in Section 3.3 will lead to an IMEX discretization of the asymptotic model

(3.34), where the advection term is treated explicitly while the diffusion term is implicit.
3.6.1.1 High order time integrator

In this subsection, we present the discretization of macro and micro equations (3.32)-(3.33). As
in Section 3.3, in the micro equation, we treat 6%Lg implicitly to ensure uniform stability and
the additional term %UM - Ap explicitly since it will be stabilized by the implicit treatment of

the stiffest term. Regarding the macro equation and the remaining terms in micro equation,

62



we follow the lines from previous Section 3.3. We thus obtain the following high order IMEX
RK scheme to approximate (3.32)-(3.33)

O g N A (k)
PV =p" =) ap—Va-(vg"), (3.35)
k=1
| Apr i j ig j-1
99=g"== 3 anTg P+ auoMVap =y gD auenrApt], (3.30)
k=1 k=1 k=1 k=1

where the coefficients a;i, a;; are given by the Butcher tableaux. As in Section 3.3, some

calculations are required to make the algorithm explicit. First, we have

Jj—1 J Jj—1 Jj—1
‘ . 1
n ~ k k k ~ k
gV = jg)m (ng —eAt [ kg_l a T g™+ ,;_1 ajpvM -V p® — g_l ajrLg™ — kg_l ajoM - Apt )}> :

(3.37)

with Jg®= (I-1I) (v-V,g®) and Jg)m: (62]—ajjAtL)_1. Then, p¥) is obtained by inserting
g9 given by (3.37) in the macro equation (3.35) to get

, . -1 At
oV = (1 - a3 APY, - (DIAV.)) (Pn =2 an Vi () (3.38)
k=1

j—1 Jj—1
—CijAtvac . <UJS)A75 (Egn - Z d]k:At(-Tg(k) - Z CljkAtUM . vmp(k)

k=1 k=1
1 j—1 j—1

+-— ajkAtLg(k) + Z arAtvM - Ap(k)> > ) ,
€ k=1 k=1 \%

where DSL — (v ® (&I — a;AtL) "' (vM))y. Thus, p¥) can be updated by using (3.38) and
g can be found explicitly by using (3.37).

3.6.1.2 Asymptotic preserving property

This part is dedicated to the asymptotic preserving property of the scheme (3.38)-(3.37). We
first show the AP property of type A time integrator, and we later remark how this property
is true for the CK-ARS time integrator with well-prepared initial data. First we have

Lemma 3.2 If g" = O(1) and ¢"¥ = O(e),Vk € {1,2,...,5 — 1}, then ¢v) = O(e),Vj €
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{2,3,..,s} for small €. In particular, we have ¥j € {2,3, .., s}

j j—1 j—1 .
ajk 1 v, ST Gk k) Gk 11 wM) - Ap® + O(2). (339
;a p ;aﬂg ;% (vM) - Ap (€). (3:39)

Proof: Plugging in eq. (3.37) the expansion (3.24) of Jijit given by eq. (3. 19) along with the
assumptions stated in the Lemma, we obtain (3.39) from which we deduce g¥) = O(e) for all
j€1{2,3,..,s}. O

Remark 3.5 For type A time integrator, if g" = O(1), we have from (3.37):

g = L. Vapt +0(?) = O(e).

a11

This satisfies the induction hypothesis in Lemma 3.2. Further, eq. (3.39) holds by omitting
ch;ll terms for j = 1. Thus, eq. (3.39) is true for j € {1,2,..,s}.

Lemma 3.2 enables to get an expansion of gi) that can be inserted in (3.38) to identify the
time discretization of the asymptotic limit. However, this leads to quite involved calculations

which requires to introduce some notations.

Definition 3.2 For j € {1,2,..,s} and ky,m € {1,2,..,j} we define

m a ik m— m
[—lj by = < a] 1 (Sk08k18k2 Sk 1) (j{k )> 7 (340)
k1ky v
with
k—1
k k l aklkl-u
sho=1, §hv= > L forle{l,2,.,m—1}, m>2,
k=1 Ay 1 kg
km—1
:ka = Z akmkm+1 UM) km+1 - Z akmk?rn-!—l UM) Ap(km+l)'
m+1 1 m+1 1

As usual, we will use the convention 35, =0 if ¢ € Z\N.

The term M7} will be useful in the following study and deserves some remarks: the index m
denotes the depth of the embedded sums, j corresponds to the current stage and k; corresponds
to the indexing over previous stages. We continue with the following lemma which gives an

induction relation on 75
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Lemma 3.3 For j > 2, we have

j—1
ny, = Z ﬂ;’?,;ll form e {2,3,..,j}, and I_lil€1 =0 forky € {1,2,..,j — 1}.
ki=1

Proof: For the first relation, considering k; = j (with j > 2) in (3.40) leads to

ny, = (v (8Mogigh ... gkm1) (az’fm)>v,
j—1
Ay

since aj; # 0. Further, since 87 =
1 Ao ko

ko=

, we get

j—1
nr. = <v > ika (8hogkz., ghm-1) (ka)>

a
kp=1 F2k2 -

By employing the change of variables as k, — k,_1 for £ € {2,3,..,m} in the right hand side of

above expression, we get

a
k=1 Fik1
-1 j—1
ik —
= <U—]1 (8hoskr .. 8km-2) (ka1)> =D L
a ’
k=1 k1ky \%4 k=1

which proves the first identity.

For the second relation, considering m = j in eq. (3.40) leads to

N, = <v§lj—i (Skoghighs. ki) (Jzka‘)>
1k1 1%

We first prove the relation for j = 2. It is clear from Definition 3.2 that the summation in §*
goes from ky = 1 to ks = k1 — 1. For k; = 1, the summation goes to ko = k; — 1 = 0. Thus,
since 8% involves Z(l) for k; = 1, it is zero according to the convention. Hence I_lik1 = 0 for
k= 1.

We now prove the relation for 7 > 2. From Definition 3.2, it can be seen that the summations
in 8 and 8" go from ky = 1to ks = k; — 1 and k3 = 1 to ks = ks — 1 respectively. Thus, the
summation in 8*2 can go to atmost k3 = ky — 1 = (k; — 1) — 1 = k; — 2. Proceeding in this

manner, we see that the summation in 8%-1 can go to atmost ki=k —(—1).
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For ky € {1,2,..,j — 1}, k; = ky — (j — 1) € Z\N so that 8%~ = 0 and hence I’I;k1 = 0 for
k1 € {1,2,..,7 — 1} which ends the proof. a

Now, we can use the previous Lemma to identify the asymptotic numerical scheme.
Lemma 3.4 When ¢ — 0, the numerical scheme (3.35)-(3.36) degenerates into
A J J
PV =p"+ ALYV, (Z( 1)’ kl) for j e {1,2,..,s}, (3.41)
k=1 =1
where I_Ie,~C s given by definition 3.2.
Proof: We start with the macro equation in eq. (3.35)
) n . At (k1)
p? =p —kzlajkl?vx'@g e
=

in which we insert g*1) given by eq. (3.39) to get

j kl k1 1
) a; Z _
P(]) =pt At Z Ve <U ” ( Ghakr 1(” (kQ) E : Qky ey L Ap (k) ) >
ko=1 v

k=1 s ko=1
At < a; i
23w (u (S ) ot
k=1 ikt \ k=1 v
J a a i
_on . Jk1 kompk jk1 (k2)
=p" — At Z V. <U—ak1k1 (8F0R") > Z Vs < _— (Z ey 1 g2 >> + O(e)
k1=1 k1=1 ko=1 \%
t J At il
a3 2 S (e () ) o,
k=1 k=1 Rk \ =1 v

Inserting ¢g*2) from eq. (3.39) in the above equation and simplifying as before, we get,

J J k1 ka—1
. At Ak, oy by
p(J): p"— At E :vl" ]k:l n?kl e Z Ve <Uj—k (2 : o E :akzks 3)>>‘|'O(€)-

a
k=1 k=1 Raky \ gmy Phoke = v

This procedure can be continued (j — 1) times to finally get,

o (Sem,)

ki=1 1
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Af J a k1—1a kj_2—1 Q. ok kj—1—1
_(_1)3—1?va.<vﬂ_’ﬂ ZM Z 2R —2li1 Z akjilkjg(kj) > + O(e)

— Mkoky Ty

ki=1 ko kj_1=1 =l k=1 Vv
J Jj—1
="+ ALY VY, (Z(_Nnﬁkl)
k=1 (=1

j 1
AL a; iy

(1122 . gk ko gk k

()= Ve <Uak1k1 stogh .. 80 3 a9 +0(e).

kj=1 Vv

We know from definition 3.2 that the summations in 8 and 82 go from ky = 1 to ky = k; — 1
and k3 = 1 to ks = ky — 1 respectively. Thus, the summation in 82 can go to atmost
ks =ky—1= (kl — 1) —1=k; — 2. Proceeding in this manner, we see that the summations in
8ki-2 and Zk - ak] 1k, %) go to atmost kj_y =k —(j —2) and k; = ky — (j — 1) respectively.

Since the summation in k; goes to atmost j in the above equation, k; in the term ) k] o

gk, 9"
goes to atmost k; = ky — (j —1) = j— (j —1) = 1, and k;_; in 8%-2 goes to atmost
kiois =k —(—2) =j5—(—2) = 2 and so on. Thus, only k; = 1 remains in the
last summation so that ij " lakjflkjg(’“j) = angV = ean L7 (vM) - VopM) + O(e?) =

Dieqy L7H M) - Vep®) + O(e2) = e8k-1R*5 4+ O(€2). Thus, we have

ail

J i1
P ="+ ALYV, (Z(—l)éﬂf,m>

k=1
J

1)Y-1At V., - <U—ajk1 Skoght  gki-1RFi > +O(e

) z; (ke ey ( ) v <>

J

=p"+ ALY

ki=1

+ O(e).

vx-<i< 1) nﬁ,ﬂ)w ((-1pme,.)

We can now prove the asymptotic property of the scheme (3.35)-(3.36).
Theorem 3.2 When € — 0, the scheme (3.35)-(3.36) degenerates into
A J
P =p = ALY ap V- ((ve LY (wM)),, Vap™)
k=1

j—1

+ AtZdjka ((v® Lil(vM)>V Ap(k)) , forje{1,2,...,s}. (3.42)
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Proof: From Lemma 3.4, the asymptotic limit € — 0 of the macro equation in eq. (3.35) is
(for j € {1,2,..,s})

) :p"+Atzj:Vx-(zj:( 1) ngm) :p"%—Ati‘( ’ ( 4 Z ﬂ]k1)>

ki=1 =1 =1 k=1
J J
n 1 I2al4
e (n e Sy )
/=2 /=1 ki=1

Using the recurrence relation given by Lemma 3.3 and a change of indices lead to

J
= k1 1 hi=1
j—1
:p”+Ath~ _n]l',j_z Zn]kl Z( ZI_I]]ﬂ)
=1 kl 1 =t =t
=p"+ ALV, - | N+ Z , kl) .
k1=1

From Lemma 3.3, we have Z?ﬂ 11 ﬂ; 4, = 0, so that from Definition 3.2 we get

PP = p" + AtV, - (=N} ) = p" — AtV, - <<v@5’“092’“1=f> )
: 4 ,

JJ

k1 k1—1
=" = AtV, - <<U <Z gy, L (0M) - Vop®) =" G, L7 (0 M) - Aﬂ(k2)> > )
”

ko=1 ko=1 k1=j

7j—1
= Y e (00 EN), Ve £ AT % (0 M), 444

ko=1 ko=1
which ends the proof. O

Remark 3.6 For CK-ARS schemes with well-prepared initial data, we obtain gV = g™ = O(e)
and pt) = p*. The presentation in this section will apply for CK-ARS from the second RK stage
onwards. For instance, definition 3.2 applies for CK-ARS with the following change in indezes:
Jj€12,3,..,8}, ki,m € {2,3,..,j} and all the summations involved start from 2 instead of 1
since a;; = 0. The lemmas and theorems that follow also undergo the corresponding change in
indezes, and the AP property for CK-ARS can be observed for j € {2,3,..,s}.

Remark 3.7 Upon incorporating the spatial matrices corresponding to staggered grid in place
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of the continuous gradient operator, we obtain in the limit € — 0,

p(j) = ([ + (ljjAthenp (<U & L_I(UM»V Gceng))_l X

7—1
@”—thmeA@®L4wM»ua%¢%

k=1

MQ

i AtGeep, ((v® L~ (UM)>VGavggAp(k))> . (3.43)
k=1

The matrices Geen,, Geen, are given in section 3.5.2 and G,yg, = %circ([l, 1]). Thus,
G, A(p® >
< €9 () i+1/2

term in the macro equation. Thus, we obtain a consistent internal RK stage approximation of

= % A (pz- ot pz(» )) . This results in a central discretization of the advection

the advection-diffusion equation in the limit e — 0.
To obtain an upwind discretization of the advection term, we use the space operator Gup, on
Ap® instead of Gavg, - This is defined as follows:

(k)
(Gua () ={70 ) T=0 (340
g i+1/2 A,oEJr)l if A<0

This results in a first order upwind discretization of the advection term. For second order

upwind discretization, the following is required:

(G A ), = jf%?%ﬁ) L 9

P12 20— 4olh) i A<0
3.6.2 Inflow Boundaries

So far, periodic boundary conditions were considered. In this part, we consider inflow boundary

conditions for f which is solution to (3.1)
ft,z,v) = fi(t,z,v), (z,v) € 02 xV such that v-n(z) <0, Vi, (3.46)

where f, is a given function and n(x) denotes the unitary outgoing normal vector to Of.
As mentioned in [200, 199], such boundary conditions cannot be adapted naturally to the
standard micro-macro unknowns p(t,z) and g(t,z,v) which form a solution to (3.6) and a

specific treatment with artificial boundary conditions is required (see [200, 199, 242]). To
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overcome this drawback, another micro-macro decomposition is introduced in [199]

Sy fdu
F=PM 4T, 70:) = ({62 Gl D=0, (= T, 340
where the velocity domain V_ is defined by
V_o(z) ={v e Vw(x,v) <0}, Vi(z)=V\V_(x). (3.48)

The function w(x,v) extends v - n(x) in the interior of domain. Some examples of w(z,v) for
different geometries are provided in [199]. It can be seen that the boundary conditions for
p(t,x) and g(t, z,v) can be evaluated from the inflow boundary condition in eq. (3.46). Indeed,
for (z,v) € 9Q x V such that v -n(x) <0, V¢, we define

ﬁb(tax) = <fb(tvw7 '))V, ) gb(tvw7v) = fb(t,l‘,?)) - Iﬁb(t7x)M(U)' (349)

The derivation of the micro-macro model needs to be adapted to this decomposition. The
projector II™ is defined as II"h = (h),, M. Then, substituting eq. (3.47) into eq. (3.1) and

applying II~ and [ — II~ enable to get the macro and micro equations:

1 1 1
O+ (vM)y_-Vap+ Vo (vg)y. = 5 (LG)y. . (3.50)
1 1 1-
09 + - (I-1I") (v-V,g) + . (I-I")vM -V,p= 517, (3.51)

where L = (I —II7) L. Moreover, it can be seen that L = (I —II7) L (I —II7) = (I —II") L (I — I
since II™h, ITh € N(L), Vh.

The macro equation (3.50) turns out to be more complicated than the one obtained for standard
micro-macro decomposition. It can be made simpler by using p = p+(q)y, ., f = pM —(7),, M +7,
obtained from the decompositions (3.6) and (3.47). Applying IT to eq. (3.1) instead of TI~, we

obtain the simpler macro equation,
1 _
orp + va (vg)y, =0, (3.52)

and the micro-macro system that we will consider in the sequel is (3.51)-(3.52).
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3.6.2.1 Numerical scheme

In this part, we present the fully discretized scheme to approximate (3.51)-(3.52). The boundary
conditions on p, and g, in eq. (3.49) will be utilised along with the relation p = p + (g), that
allows to link p and p in the interior of the domain. We will use a staggered grid in space
following [199] and a high order scheme in time, following the strategy developed previously.
To ease the reading, only the first order version will be presented.

We present the space approximation based on a staggered grid. Let us consider the space
interval [0, L] with two grids: x; = iAz and 2;110 = (i + 1/2)Az, Az = L/(N, —1). The
‘interior’ variables such as p,p are stored at grid points z; with ¢ = 1,..., N, — 2) and 7 is
stored at i+1/2 =1/2,--+ , N, —3/2. We also use the variable g, = gUg, € RN=T!. The whole
domain including boundary will be considered for the micro unknown g so that the components
of g, correspond to the grid indices i +1/2 = —1/2,--- | N, —1/2. The matrices corresponding
to spatial operators are given by

_ 1 .
B, = +—=circ([=1, 1) (n,—1)x(N,o+1), Bipw = MC"C([Qa —L 1) (N, —1)x(N,+1)5 (3:53)

. 1.
g cre(=L avw-2)xva-1), Bavg = gaire([L 1)) vo-zxve-1), - (3:54)

Bceng = Edrcbq_l?l])(Nx—l)X(Na:—Q)‘ (355)

The circ, definition is presented in section 3.8. Further, we also introduce a vector containing
T

_ - 1 — _
the boundary values of p as p,; = x5 |:_pbi:0’ 0,0,..., O,pbi:er] N1t We now present our

scheme by using this matrix notation. For simplicity, we assume that p,; is time invariant. We
also use the following notations:

Th=(I-1I") (v'B,,, + v B

upw upw

) b, Denr = (0(E1 — AtL) At (I —T17) (uM))y,
Joar = (1= AtL) ™, F= (I -117) (uM).

Eent = (21 — AtL) At (I —117) (M),

The micro equation (3.51) is discretised in time as in the previous (periodic) case
" =T a1 (8" — eAtTGY — eAtdBeen, p" T — eAtdD,) (3.56)

and for the macro equation (3.52), we obtain

n—+1 n
P —pt 1 —nt1
At (vBen,d), =0
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Substituting g"*! in the above equation, we get

P = pt = AtBeen, (03 a¢ (5" — AtTG — AtdBeen, 7" — AtdDy) )y, (3.57)
In index notation, we use pf™' = pitt + %@?fllﬂ + ﬁ?:llp)v (since p = p + (g)v) to match

the two grids. In matrix notation, this becomes p"™ = p"*! + B, (g"™ )y with B,y given
by (3.54). Substituting this into the above equation and inserting the expression for g"*! into

B.. (g"1!), enable to update the interior macro unknown

1

ﬁn_H = (I - 613avg (Ee,Atheng) - At:Bt:enp (56,Atheng))i X
(pn - Bavg <:_]e,At (€2§n - eAtTEZZ - EAtgﬁbd) >V
—AtBeen, (VJeat (67" — AtTGy — Atdpy,)),,) - (3.58)

1

The right hand side of above expression involves only known quantities so that p"*! can be

updated from (3.58) which can then be used to update g"*! in (3.56). Then, we update g™
thanks to the boundary conditions (3.49), and finally p"™! can be computed from p"*1 =

P+ Bayg (9"),. In the limit € — 0, the above equation becomes,

Pt = (I + AtBeen, (<v ® E‘5>V Bceng>>_1 (p”—Athenp (<v ® i‘15>v ﬁbd))

This is a consistent discretization of the diffusion equation in eq. (3.5) since (v ® L~'g)y =
(v®@ LY (vM))y = —k. Further, the high order scheme in time can be constructed in a similar
manner as before.

We now present the evaluation of boundary condition on p. For i = 1/2 and ¢ = 3/2, the micro

equation in (3.56) simplifies as:

. =t 90
—n+1 -1 - - 2
g; = (—ALL) (—eAt (I-17) oM = o+ 2eAt (I-1I7) U+E> + 0(®) (3.59)
B ﬁn—i-l o ﬁn—{—l
7y = (—AtL)™ (—eAt (1 —17) oM PP > +0(e) (3.60)

since g"j% = 2q) — gg , and §;‘+% =0O(e) for allm > 1 and i + § = 1/2,3/2,5/2. Inserting these

into the macro equation corresponding to ¢ = 1 and simplifying, we obtain
—n+1 —n+1
At/ 93 — Y1
n—+1 n 2 2
=p ——(v>2—-= 3.61
P1 P1 € < Aﬂf >V ( )
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At -
= = o (WL (I =10) () (5 =25 + 77 (3.62)
At -
— 52 <UL*1 (1-117) (v+§g)>v (3.63)

up to O(e). Further, observing that <UE_1 (I —11I7) (UM)> = (vL~'(vM)),, and
<v[~71 (I —1I7) (v*?ﬁ)> = (L™ (I —1I) (v*gg))y, and inserting gy = f' — pgM into the
v

above equation lead to:

At

n n — —n —n —n <UL_1 ([ B H) (U+M)> —n
p1+1 = pl — A_J;Q <UL 1('UM)>V (p2+1 o 2p1+1 +p0+1 ) \%

WL M)y, 0
(L= (1 = T0) (v* £2)),,
R ) 59

+2

For both choices M(v) =1 on V = [-1,1] and M(v) = —==e "/ on V = R, we observe that

Var©
LY (I—TI) (vt M
v <U(L,1U)](\;> ) = 1. Hence, for these cases with constant in time boundary conditions, the
Vv

above equation simplifies as:

(3.65)

0 n At - —n —n <UL71 (] B H) (UJrfn))
I =0t = s (WL (0M))y, <P2+1_2PI+1+2 —

(VL= (v M)y,

L - (eLta-met ) . . .
where py = 2 LTIy is the boundary value of the micro-macro numerical scheme in

the diffusion limit. For M(v) = \/%6_1)2/2 on V = R, this evaluates to py = 2\/2 ~ 1.59. In

the work by [199], this value is evaluated to be py = 0.75 for M(v) =1on V = [-1,1].

3.7 Numerical results

In this section, we present the numerical validation of our high order asymptotic preserving

schemes in different configurations.

3.7.1 Diffusion asymptotics
First, we check time and space accuracy for the micro-macro scheme in the diffusion limit.
3.7.1.1 Time order of accuracy

The spatial domain L = [0, 27] of the problem is discretized using N, = 50 grid points. The

velocity domain is truncated to [—Umax, Umax] With vmax = 5 and we take Av = 1. The initial
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condition is:

p(0,2) =1+ cos(x)
Well-prepared data (WP): g(0,z,v) = ¢*(I — II) (v*M) p(0, z)
Non-well-prepared data (N-WP): g(0,z,v) = (I —1II) (v*M) p(0, z),

with M(v) = \/%e*”z)/? Periodic boundary conditions are used on both p and g. The spa-
tial terms are discretised by using the atmost-third order accurate matrices on non-staggered
grid presented in section 3.5.3. The final time is T" = 0.5, and the following At are consid-
ered to validate the different high order time integrators: At = 0.5,0.1,0.05,0.01,0.005,0.001.
The type A micro-macro schemes constructed using the Butcher tableau corresponding to DP-
A(1,2,1), DP2-A(2,4,2) and DP1-A(2,4,2) are considered. Although DP1-A(2,4,2) is second
order accurate, the implicit part of it when used separately is third order accurate. Further,
we also consider the type CK-ARS micro-macro schemes constructed using Butcher tableau
corresponding to ARS(1,1,1), ARS(2,2,2) and ARS(4,4,3). The Butcher tableau of different

time integrators utilised are presented in section 3.9.

In fig. 3.1, we plot the time error for the different time integrators in both WP and N-WP
cases and for different values of €. Note that the reference solution for each curve is obtained
by using the same micro-macro scheme corresponding to that curve with At = 107%. For
e = 1, the required orders of accuracy are recovered for type A schemes with both N-WP
and WP initial data, as observed in figs. 3.1a and 3.1b. For € = 107%, due to the asymptotic
degeneracy of our scheme into a fully-implicit scheme for diffusion equation, only the implicit
part of the Butcher tableau plays a role. Hence DP1-A (2,4, 2) becomes third order accurate in
time, while DP-A(1,2,1) and DP2-A(2,4,2) are first and second order accurate respectively.
This is shown in figs. 3.1c and 3.1d. On the other hand, CK-ARS schemes with both N-WP
and WP initial data for € = 1 recover the required orders of accuracy as shown in figs. 3.1e
and 3.1f. However, for ¢ = 107%, required orders of accuracy are observed only when WP
initial data are used (fig. 3.1h). As shown in the analyses presented in previous sections, usage
of N-WP initial data for CK-ARS time integrators does not allow the asymptotic accuracy
(fig. 3.1g). The required order of accuracy for N-WP initial data with CK-ARS time integrator
can be obtained by modifying the initial few time steps as At? for p' order accurate scheme
as discussed in [241, 242]. On the other hand, the type A time integrators DP1-A(2,4,2) and
DP2-A(2,4,2) that we have used do not require such initial time step reduction for maintaining

the required order of accuracy.
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Figure 3.1: Accuracy in time for different type A and CK-ARS time integrators (both WP and
N-WP initial data). The reference solution is obtained from the micro-macro with At = 1074

Since we proved the asymptotic preserving property, the diffusion solution is used as reference
solution in the asymptotic regime (¢ = 107*) with At = 107 (in fig. 3.2) to check the orders
of accuracy of high order integrators. The results are similar to the ones obtained for ¢ = 10~*
in fig. 3.1, except that here we observe a plateau for third order scheme and small At. This is
due to the O(e?) difference between the schemes based on micro-macro and diffusion models.

This error dominates O(At?) error, and hence it is observed.
3.7.1.2 Space order of accuracy

The problem set-up is the same as described in the previous subsection, except for the following
changes. Here, we consider the final time to be T = 0.01 and At = 0.001 so that the error
in time is small enough to study the spatial accuracy. To do so, we consider the following
number of points in space: N, = 20,24, 30,40 and 60. The reference solution is obtained with
N, = 120.

Since the spatial accuracy plots obtained from different time integrators are quite similar, we
present only the plots obtained by using DP1-A(2,4,2) and ARS(4, 4, 3) for different values of e
(e =107%,0.2,1) in figs. 3.3a and 3.3b. For the spatial discretization, we only show the results
obtained by the third order spatial matrices on non-staggered grid presented in section 3.5.3
so that the scheme is expected to be third order accurate in space. In figs. 3.3a and 3.3b, the

expected order is observed for the two time integrators and for the three considered values of €.
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Figure 3.4: Qualitative results for diffusion asymptotics

3.7.1.3 Qualitative results

In this part, we compare the density obtained by the micro-macro equation (MM), the linear
kinetic equation with BGK collision operator (BGK) and the asymptotic diffusion equation,
for different values of e. The MM scheme described in previous sections is utilised, the BGK
is discretized using an IMEX (implicit treatment of collision term and explicit treatment of
transport term) scheme whereas for the diffusion model, an implicit scheme is used. For all
three models, the Butcher tableau corresponding to DP1-A(2, 4, 2) time integrator is used. For
the spatial discretization, we use third order scheme on non-staggered grid.

The problem domain L = [0,2nx] is discretised using N, = 20 grid points for all the three
models. The final time is 7" = 0.5, and At = 0.005. We use the same N-WP initial and
boundary conditions described in the previous subsection. Further, we also consider the same
velocity discretization as before for both MM and BGK models.

In fig. 3.4a for rarefied regime (¢ = 1), the MM and BGK models compare very well, while
the diffusion model is different as expected. In the intermediate regime (¢ = 0.2), the BGK
and MM models match very well while the diffusion model is slightly different. For e = 1074,
we only compare MM and the diffusion in fig. 3.4c and illustrate the AP property of the time
integrators used for MM.

3.7.2 Advection-diffusion asymptotics

In this subsection, we present the time accuracy of our high order micro-macro scheme for the
advection-diffusion case. As in the diffusion case, the spatial domain L = [0, 27] is discretised

using N, = 20 grid points whereas the velocity domain is [—Umax, Vmax] With vpmax = 5 and
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Figure 3.5: Accuracy in time. Left: DP1-A(2,4,2) (N-WP initial data). Right: ARS(4,4,3)

(WP initial data). The reference solution is obtained from the micro-macro scheme with At =
1074

Av = 1. The initial condition for the problem is:

p(0,z) = sin(x) (3.66)
Well-prepared data (WP): g(0,z,v) = e*(I — II) (v*M) p(0, z) (3.67)
Non-well-prepared data (N-WP): g(0,z,v) = (I —1II) (v*M) p(0, z), (3.68)

with M(v) = \/L?—Tre_”z/ 2. Periodic boundary conditions are used on both p and g. The spatial
terms are discretised by using the atmost-first order accurate matrices on staggered grid pre-
sented in section 3.5.2. The final time is T = 0.5, and the following time steps are considered:
At=0.5,0.1,0.05,0.01,0.005,0.001. We observe the time order of accuracy for both ¢ = 1 and
e = 107*. We choose the highest order time integrator in both type A and CK-ARS schemes
for studying the time accuracy. Hence, we consider DP1-A(2, 4,2) and ARS(4, 4, 3) with N-WP
and WP data respectively.

Asymptotically, our micro-macro scheme degenerates to a consistent scheme for the advection-
diffusion equation with advection and diffusion terms being treated explicitly and implicitly
respectively. Hence, unlike the case of diffusion asymptotics for which an extra order is ob-
served asymptotically, DP1-A(2,4,2) remains second order accurate for ¢ = 107 since both
explicit and implicit matrices of the Butcher tableau are involved here (fig. 3.5a). For e = 1,
the required second order accuracy is observed. Further, the required third order accuracy of

ARS(4,4,3) is observed for both ¢ = 1074, 1 in fig. 3.5b, since well-prepared initial data is
considered.
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3.7.3 Inflow boundary condition

In this subsection, the high order numerical scheme for micro-macro model that allows inflow
boundary conditions is validated numerically. We first present the time accuracy results for
high order schemes. Then, some qualitative plots are shown for two tests with zero inflow at the

right boundary, and equilibrium and non-equilibrium inflows respectively at the left boundary.

3.7.3.1 Time order of accuracy

If the domain of the problem is a half-plane, w(z,v) = [—v, 0,0,-- ] can be chosen Vz as de-
scribed in [199]. Here, for numerical purposes, we consider a domain of L = [0, 2] and assume
that the right boundary does not influence the dynamics.

The spatial domain is discretised using N, = 20 grid points and the velocity domain is
[—VUmax, Umax] With vpmax = 5 and Av = 1. The initial conditions at all interior points and
right boundary conditions for the variables p, p and g are considered to be 0. The left boundary

conditions (for v > 0) are:

ftr;=0,v) = M), pt,xz;=0)=1, g(t, xiy12 = —Ax/2,v;) =0, (3.69)
with M (v) = \/LQTT@_”Q/ 2. The final time is T' = 0.1, and the following time steps are considered to

check the accuracy in time: At = 0.1,0.05,0.01,0.005,0.001. Like in the previous problems, we
observe the time order of accuracy for both € = 1 and e = 10~*. The time integrators considered
are DP-A(1,2,1) and DP1-A(2,4,2). The reference solution for each curve in fig. 3.6 is obtained
by using the same micro-macro scheme corresponding to that curve with At = 10~*. For type
A time integrators with ¢ = 1 in fig. 3.6a, first and second order accuracies of DP-A(1,2,1)
and DP1-A(2,4,2) are observed. In fig. 3.6b for ¢ = 1074, first and third order accuracies
of DP-A(1,2,1) and DP1-A(2,4,2) respectively are observed. As for the (periodic) diffusion
case, DP1-A(2, 4,2) turns out to be third order accurate since only the implicit part of Butcher
tableau is involved asymptotically. For ARS(2,2,2) and ARS(4,4,3) time integrators (not
shown here), order reduction to first order for e = 1 (due to the initial condition). However, for

€ = 1074, the required second and third orders respectively are observed.
3.7.3.2 Qualitative results for equilibrium inflow

In this part, we consider the same problem as before and present a comparison of density
plots obtained by using schemes based on micro-macro (MM), full-kinetic (BGK) and diffusion
models, for different regimes of €. The boundary conditions for diffusion model p(t,z =0) =1
and p(t,z = 2) = 0. The final time is T = 0.1, N, = 40 and At = 0.001. Further, we consider
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Figure 3.6: Accuracy in time with type A schemes for ¢ = 1 (left) and ¢ = 107 (right).
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Figure 3.7: Qualitative results for equilibrium inflow at the left boundary.

the same velocity discretization as before for both MM and BGK models. The results for MM
are obtained by DP1-A(2,4,2) time integrator.

In fig. 3.7a for rarefied regime (e = 1), the MM and BGK results are in good agreement. In
the intermediate regime (e = 0.4) in fig. 3.7b, the MM and BGK results are still close, and
still different from the diffusion one. For € = 10, only MM and the diffusion are plotted and

are found to be in very good agreement, thereby illustrating the AP property of the numerical
scheme for MM.

3.7.3.3 Qualitative results for non-equilibrium inflow

In this part, we consider the same problem as before, but the left boundary condition is chosen

as (for v, > 0)

f (t,fﬁi:O,Uk:) = v My, ﬁ(taxizo) = <f (757331':0,711@))\/_ (3-70)
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G(t,wip1o=—5%0) =2(f (t,2;=0,0) =D (t, 2;=0) My,) =G (¢, Ti10=2Z, vg). (3.71)

The final time and time step are the same as in the previous (equilibrium inflow) case. The
time integrator used is DP1-A(2,4,2). Here, we present a comparison of plots obtained by
using schemes based on MM, BGK and diffusion models, for different regimes of €. The scheme
described in subsection 3.6.2.1 is used for the micro-macro model and a standard BGK approx-
imation where only inflow boundary condition is needed serves as a reference. For diffusion,
the diffusion term is treated implicitly and the left boundary condition for diffusion model is

obtained from [180] which translates in our context as:

ka>o v f (t, 2, = 0,v,) Av

p(t,l’i = O) =

Y oveso VS (tw; = 0,0;) Av
f(t,z =0,0) — M, =2 Av. (3.72
”Z MkAv Z Uk ( z Uk) k S o e MiAu v. (3.72)

For the continuous in velocity form, the above boundary value is evaluated to be py = 2’17% i

1.42.
In fig. 3.8a for rarefied regime (¢ = 1), the MM and BGK models compare very well, while

the diffusion model is driven by the macro boundary condition. In the intermediate regime
(e = 0.4) in fig. 3.8b, in the MM and BGK results (which are in a good agreement), a boundary
layer starts to be created whereas it is not the case for the diffusion model. For e = 1074, one
can see from fig. 3.9 that MM model develops a boundary layer at the left boundary before
aligning with the diffusion model in the interior of the domain. This is consistent with the
results observed using first order schemes in literature [180, 199, 200, 75].

Further in fig. 3.10, we present the numerical results of MM and diffusion models for ¢ = 10~*
with refined velocity grid to demonstrate the difference between boundary values of 1.42 from

(3.72) and 1.59 from micro-macro numerical scheme (derived in subsection 3.6.2.1).

3.8 Appendix: Matrix notation

The circ function is given by:

am  Gm+1 . apnr 0 ..0 al .. Am—1
. am—-1 A@m G@m+1 .. ap 0 .. 0 al
circ([ar, ag, .., am, .., apnr]) = (3.73)
Am+2 - apy 0 .0 Oar .. am Gm41
Am41 . ans 0 .. 0Oar .. am—-1 am
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Figure 3.8: Qualitative results for non-equilibrium inflow at the left boundary.
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Figure 3.9: Qualitative results for non-equilibrium inflow at the left boundary.
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The circy([—1, 1]) (N, —1)x(nv,—2) function is given by:

Circb([_lal])(Nz—l)x(Ng;—2) = . (374)

.o —11
.o -1 (NT—I)X(N’I‘_2)

3.9 Appendix: Butcher tableau

The following is the 2-stage second order accurate Butcher tableau ARS(2,2,2):

0 0 0 0 0 0
Y 0 0 7|0 gl 0
1196 1—0 0 110 1l—n #~

0 1—-6 0 0 1—v v

Here,yzl—\%andézl—%.
The following is the 4-stage third order accurate Butcher tableau ARS(4,4, 3):

0|0 0 0 0 0 010 0 0 0 0
1/2|1/2 0 0 0 0 1/2(0 1/2 0 0 0
2/3| 11/18 1/18 0 0 0 2/310 1/6 1/2 0 0
1/2|5/6  —5/6 1/2 0 0 12|10 -1/2 1/2 1/2 0
1 |1/4 7/4 3/4 —=7/4 0 10 3/2 =3/2 1/2 1/2

1/4  7/4 3/4 —7/4 0 0 3/2 -3/2 1/2 1/2

For type A, we use 2-stage first order accurate Butcher tableau DP-A(1,2,1) (y > %)

00 O vy 0
111 0 11— «v
10 [1-7 ~

The following is the 4-stage second order accurate Butcher tableau DP2-A(2,4, 2):

0ojlo o 0 0 vy 0 0 0
0ojlo o 0 0 0 | —y ~ 0 0
1o 1 0 0 1[0 1—v ~ 0
110 1/2 1/2 0 1[0 1/2 1/2—~

0 1/2 1/2 0 0 1/2 1/2—~ ~
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The following is the 4-stage second order accurate Butcher tableau DP1-A(2, 4, 2) which achieves
third order accuracy on the DIRK part:

0lo0 0 0 0 /2|12 0 0 0
1/3/1/3 0 0 0 2/311/6 1/2 0 0
11 0 0 0 12| =1/2 1/2 1/2 0
1 [1/2 0 1/2 0 1 |3/2 =3/21/2 1/2

1/2 0 1/2 0 3/2  —3/2 1/2 1/2
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Chapter 4

An asymptotic preserving scheme
satisfying entropy stability for the

barotropic Euler system

In this chapter, we study structure-preserving numerical methods for low Mach number barotropic
Euler equations. Besides their asymptotic preserving properties that are crucial in order to ob-
tain uniformly consistent and stable approximations of the Euler equations in their singular
limit as the Mach number approaches 0, our aim is to preserve discrete entropy stability. Suit-
able acoustic/advection splitting approach combined with time implicit-explicit approximations
are used to achieve the asymptotic preserving property. The entropy stability of different space
discretisation strategies is studied for different values of Mach number and is validated by the

numerical experiments.

4.1 Introduction

Many problems arising in science and engineering often contain dimensionless parameters that
appear when suitable non-dimensionalisation is employed. For barotropic/full Euler systems,
the parameter e (Mach number) dictates whether the flow is compressible (¢ > 1) or incompress-
ible (¢ << 1). It has been rigorously proved in [178, 179, 277] that the solutions of hyperbolic
system converge to those of mixed hyperbolic-elliptic incompressible system when € approaches
zero. Explicit numerical methods for these systems require restrictive e—dependent stability
condition on time step, and hence they become computationally very expensive when € becomes
small. Further, Godunov-type compressible flow solvers suffer from loss of accuracy as numerical

dissipation is inversely proportional to e [82]. Fully implicit numerical methods, on the other
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hand, are very complicated to implement due to non-linearity of the Euler systems. Hence,
attempts were made to efficiently extend the compressible flow solvers to incompressible/low
Mach number limit consisting of divergence-free constraint on velocity field. In particular,
semi-implicit time stepping techniques allow for the compressible solver to transform into an
incompressible solver as e becomes small, and its stability requirements are independent of
€. Such schemes are called asymptotic preserving (AP) schemes, as firstly introduced by Jin
[167] for kinetic equations and later extended to hyperbolic systems (see [169] for review). Semi-
implicit time stepping is often achieved by implicit-explicit (IMEX) approach involving implicit
treatment of stiff terms and explicit treatment of non-stiff terms. Several IMEX-AP schemes
have been formulated by using different strategies to split the flux into stiff and non-stiff parts,
and we refer the interested reader to [81, 297, 68, 143, 33, 228, 34, 332, 41, 39, 89, 90, 331, 10].
In addition to asymptotic preserving properties, another crucial property of a numerical method
is its stability. For the Euler equations, this means non-linear stability dictated by the second
law of thermodynamics, the entropy inequality. Consequently, entropy stability has emerged as
a non-linear stability criterion for numerical schemes since the seminal work of Tadmor [293,
294, 295]. Several entropy stable numerical methods for different hyperbolic systems have been
developed. These include developments specific to shallow water equations [124, 323, 236, 5],
the Euler equations [21, 158, 251, 56, 259, 260, 125, 73, 61, 328], and magnetohydrodynamics
equations [57]. However, these entropy stable schemes were proposed for fixed Mach number e
being order one. On the other hand, the governing system exhibits entropy inequality for all
non-zero values of €. Hence, our aim in this chapter is to develop a numerical scheme that is
entropy stable for different values of €, and AP as e approaches zero. As fas as we are aware,
this question has not yet been studied in literature. The present chapter makes the first step
in this research direction, discusses possible discretisation strategies, and validates them by a
series of numerical experiments.

The chapter is organised as follows: Section 4.2 presents the barotropic Euler system, its en-
tropy stability property for different values of Mach number €, and its asymptotic limit as €
approaches zero. Section 4.3 presents the numerical method that employs an IMEX-AP time
discretisation in the spirit of [89, 39|, and three different space discretisation strategies. The
asymptotic preserving property of fully discrete scheme is also presented. Section 4.4 presents
the numerical validation of our scheme by depicting the AP and entropy stability properties.

Section 4.5 concludes the chapter.
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4.2 Mathematical model

In this section, we present the barotropic Euler system, its entropy stability property, and its

asymptotic limit as Mach number approaches 0.

4.2.1 The barotropic Euler system

Consider the barotropic Euler system,

Op+V-(pu)=0 (4.1)
O(pu) + V- (pu®u)+ Vp(p) =0, (4.2)

where x € Q C R% t € RT U {0}, p(x,t) : @ x RT U {0} — R is the fluid density, u(x,t) :
O x RTU{0} — R? is the fluid velocity, and p(p(x,t)) = kp? € RT is the pressure. Here, d is
the dimension in space, and x, v > 1 are constants. This system is hyperbolic with eigenvalues
(in direction n) u-n —c and u-n+ ¢, where ¢ = \/W is the sound speed, and the conserved
quantities are density, p and momentum, pu. The initial conditions required for the system are
p(x,0) = p(x) and u(x,0) = u’(x), and the boundary is considered to have periodic or zero
flux conditions.

We perform non-dimensionalization of the above barotropic Euler system in (4.1) and (4.2) by

using the reference values x,.,t., p., u,, p,. The dimensionless variables are given as,

Pa=2,=-2 (4.3)

L X ot
X:—,t:—HOZ
Lr tT Pr Uy DPr

Inserting these into (4.1) and (4.2) and omitting the hat, we obtain the dimensionless barotropic

Euler system,

Op+V-(pu)=0 (4.4)
1
0(pa) +V - (pu@u) + 5 Vp(p) =0, (4.5)
where € = u,\/p,/p, is proportional to the Mach number. This system is also hyperbolic, and
its eigenvalues (in direction n) are u-n — ¢/e and u - n + c¢/e. Hereafter, we consider the

dimensionless form of barotropic Euler system in (4.4) and (4.5) for the presentation of analysis

and numerical methods.
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4.2.2 Entropy stability property

Most hyperbolic systems in general have entropy inequality associated with them. In this
section, we present the entropy inequality corresponding to the system in (4.4) and (4.5).
As we will see in what follows, the physical energy plays the role of (mathematical) entropy.
Consequently, the entropy inequality reduces to the energy dissipation property.

Let U = [p, pus, ..., pug)’ be the vector of conserved variables and G*(U) = [puy, pdr1/e® +
PULUL, - - ., PORa/ €% + puquy]T be its flux vector in k' direction. Here u; is the i component of

fluid velocity u. In this notation, the barotropic Euler system in (4.4) and (4.5) can be recast

as:
o,U +9,,G*(U) = 0. (4.6)
The convex function,
1 1 p(p)
U) == 24 - 4.
() = ol + 522 (4.7)

is an entropy for the system (4.6) as it satisfies,
7"(U) - (G*)' (U) is symmetric <= (w;,)' (U) = 7/(U) - (GF)" (U). (4.8)

Here wy, is the k™ component of the entropy flux function w(U) = u (n(U) + p(p)/e?) corre-
sponding to n(U). For sufficiently smooth solutions, the inner product of (4.6) with n'(U) gives
entropy equality

om(U) + 0, w(U) = 0. (4.9)

For weak (non-smooth) solutions, we only get
om(U) + 0, wi(U) <0 (4.10)

due to the convexity of n(U). Note that (4.10) is understood in the distributional sense.

4.2.3 Asymptotic limit

Our aim in this section is to define a limiting system of (4.4), (4.5) as € — 0. We point out that
all calculations presented below are formal assuming enough regularity of the corresponding

solutions. We assume that solutions can be expanded with respect to e—powers as follows:

p=potepr+eEpt..., (4.11)
u=ug+eu; +euy+..., (4.12)
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pP=pot+epm+eEDP+... (4.13)

The asymptotic behavior as € — 0 is determined by inserting (4.11), (4.12) and (4.13) into the
system in (4.4) and (4.5). Balancing O(¢72) terms in the momentum conservation equation, we
obtain,

Vpy = 0.

Hence, py is spatially constant and is function of time alone. Since py = kp{, po is also spatially
constant and is function of time alone. Similarly balancing O(¢™!) terms in the momentum
conservation equation, we infer that p; and p; are also spatial constants and are functions of
only time. Now, balancing O(1) terms in both mass and momentum conservation equations,

we get,

Opo + poV -ug = 0, (4.14)
Oi(poug) + poV - (ug ® ug) + Vpy = 0. (4.15)

Here p, is interpreted as the hydrostatic pressure. Integrating the O(1) mass balance in (4.14)

on ), we get,
12|10y po = —pO/ V - updf) = —pO/ ug - nds. (4.16)
Q Ply)

Taking u-n = 0 on 99 or considering periodic boundary conditions, we get |, o Wo - nds = 0.
Thus, dpo = 0 and pg is constant in both space and time, resulting in V - uy = 0 according to
(4.14). The O(1) momentum balance in (4.15) therefore becomes,

\Y
8tu0 + V- (uo & uo) + ﬁ = 0. (417)

£o

Similarly, integration of O(e) mass balance equation and usage of u-n = 0 on 9 or periodic
boundary conditions result in d;p; = 0, and hence p; is constant in both space and time.

Further, the initial conditions are assumed to be compatible with the equations of different or-
ders of € (such as, €72, ¢!, €°). In this chapter, we consider the well-prepared initial conditions,

1.€.

p(x,0) = /() = 78 + €p8(x) (4.13)
u(x,0) = u’(x) = up(x) + eul(x) (4.19)

such that pJ is constant and V - u) = 0.
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4.3 Numerical method

In this section, we want to construct a numerical method that is both asymptotic preserving and
entropy stable. That is, we expect the method to satisfy the asymptotic limits of dimensionless
barotropic Euler system in (4.4) and (4.5) as ¢ — 0, and also satisfy discrete entropy inequality
in different regimes of e. To achieve this goal, we use implicit-explicit (IMEX) time discretisation
required for attaining asymptotic consistency, and compare the entropy stability property of
three different types of space discretisation in different regimes of e. We also present the

asymptotic preserving property of considered numerical methods.

4.3.1 Semi-discrete IMEX time discretisation

We begin with the presentation of first order IMEX time discretisation of the barotropic Euler
system in (4.4) and (4.5) for clarity.

Pt = p" — A,V - (pu)" ! (4.20)

At,
2

(o)™ = (pu)" — AtV - (pu@u)" — —=Vp(p)"*! (4.21)
Here, At, = t,411 — t,. The mass flux V - (pu) and the pressure term 5Vp(p) are treated
implicitly, while V - (pu ® u) in the momentum flux is treated explicitly. It is important to
treat the mass flux implicitly in order to get V - u™* = 0 as O(1) constraint. Indeed, if the
mass flux is treated explicitly, then the whole method would become explicit and require severe
€ dependent time step restriction enforced by stability.

Substituting the momentum equation (4.21) in V - (pu)™** of (4.20), we get,

At?
Pt = p" — ALV - (pu)" + AEV? : (pu®u)” + E—QnAp(P)nH- (4.22)

Since p(p) = kp?, the presence of Ap(p)™ ! in the above equation calls for a need to use the non-

n+1

linear iterative solver to find p"™ . To avoid the computational effort, we perform linearisation

of p(p)"*! around the incompressible constant density po as:

p(p)" ™ = p(po) + (0" = po)p'(0)|pmpe + O(€). (4.23)

The above linearisation is true if the higher derivatives of p are O(1) and the method is asymp-
totic preserving (that is, (p"™ — pg) =~ O(¢?)). We intend to construct our method such that

it is asymptotic preserving, and we have used this information aprior: in the linearisation of
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p(p)"*1. Using this linearisation in (4.22), we get,

2

At? .
P =0t = ALY - ()" + ALV (pu @ w)" 4+ = (p) e AP+ O(ALE). (4.24)

In a crude sense, the modified or equivalent partial differential equation of the above time
discrete equation is,
Op ==V - (pu)" + O(At,) + O(At,e?).

Thus, the first order temporal accuracy of the method remains unaffected due to the linearisa-
tion as long as O(e?) < O(1). The higher derivatives are considered to be O(1) in this argument.
As indicated by (4.24), (4.21), we have split the part governed by the acoustic waves from the
rest non-stiff part. The later models the nonlinear advection waves.

From the algorithmic viewpoint, (4.24) can be solved easily by inversion of a matrix as follows,

-1

P = (I‘(At") p'@)b#) (b = ALY - (pu)” + ALV (puew)).  (425)

€

Then, p"*! evaluated as above is used to find p(p)"*!. Inserting this into (4.21), we get (pu)™**
and thus the algorithm is complete. (4.25) and (4.21) together form the update equations for
first order time semi-discrete scheme.

Next, we present the higher order IMEX Runge Kutta (IMEX-RK) time discretisation of
the barotropic Euler system in (4.4) and (4.5). An IMEX-RK time discretisation is represented
by the following double Butcher tableau:

(4.26)

where A = (aij), A = (a;;) € R***; ¢ ¢, b,b € R*. The matrices A, A correspond to explicit
(strictly lower triangular matrix with diagonal elements as 0) and implicit (lower triangular
with non-zero diagonal elements) parts of the scheme. Such A are known as diagonally implicit

matrices. The coefficients ¢ and ¢ are given by

i—1 i
¢ = Z&U’ C = Zam (4.27)
P =1

and the vectors b = (b;) and b = (b;) give quadrature weights that combine the stages. For
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AP schemes, it turns to be important to work with globally stiffly accurate (GSA) IMEX-RK
scheme that satisfies the following property:

cs =Cs =1 and as; = b;,as; =b;, Vje{l,2,...,s}. (4.28)

The GSA property ensures that the update at ¢,,, is same as the update at s** stage.
The ™" stage update (for i € {1,2,...,s}) of the barotropic Euler system in (4.4) and (4.5) is
given by,

= p" — At, Z ayV - (pu) (4.29)
() = ()" At Y3,V - (uuy - Y Z a5 Vp(p) (430)

where At,, = t,41 — t,. Substituting the momentum equation (4.30) in V - (pu)* of (4.29), we
get,

o= p"—At, Zal] —At,a;V-(pu) +Atiaii;aijv2 : (pu®u)]+€—2aii;aijAp(p)].

(4.31)
The above equation requires a nonlinear solver to find p’. Similar to first order method, we

perform linearisation around incompressible constant density po:

p(p)" = p(po) + (6 — o) (P)]p=po + O(€*). (4.32)

The asymptotic preserving property ((p° — pg) =~ O(¢?)) of the method is used a priori in the
linearisation. Plugging in (4.31) yields,

. A\, ) n
P = (I - ( c ) agp (p)|p=poA> (p — Aty Z ai;V — Atna;V - (pu)
i—1

—I—Atiaii Z ZLZ']-VQ (pu®u)’ + —a“ Z aiip'(p)] p= poAﬁ) (4.33)

Jj=1

Then, p' evaluated as above is used to find p(p)’. Inserting this into (4.30), we get (pu)’ and
thus the evaluation of stage values is complete. (4.33) and (4.30) together form the stage
update equations for higher order IMEX-RK time semi-discrete scheme. Further, p"*! = p®
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and (pu)"™! = (pu)® due to the GSA property and therefore the algorithm is complete.

4.3.2 Asymptotic preserving property of the time semi-discrete scheme

In this section, we show that the higher order GSA IMEX-RK time semi-discrete scheme (4.31)
and (4.30) is asymptotic preserving.

Theorem 4.1 Assume well-prepared initial conditions in (4.18) and (4.19), the asymptotic
expansion ansatz in (4.11)-(4.13), and periodic boundary conditions on p and w. Then the time
semi-discrete GSA IMEX-RK scheme given by (4.31) and (4.30) satisfies for e — 0

ph = constant , pi = constant , ph + epl = po, (4.34)
V-u, =0, (4.35)
i—1 At % .
116 = ug — Atn Z dZ]V : (110 & UQ)j — - Z aiij%, (436)
j=1 Po 5=
for alli € {1,2,...,s}, which is a consistent approzimation of the incompressible Euler system

(4.14), (4.15).

Proof: Inserting the asymptotic ansatz (4.11)-(4.13) into the momentum update equation

(4.30) and equating O (}2) terms, we obtain

Athaiijgzo, for all i € {1,2,...,s} = Vp, =0, forallie {1,2,... s}

=1

Since pj = kpy, ph is spatially constant for all i € {1,2,...,s}. Similarly equating O ()
terms in the momentum update equation (4.30), we infer that p! is spatially constant for all
ie{l,2,...,s}.

Inserting the asymptotic ansatz (4.11)-(4.13) into the mass update equation (4.31) and equating

O (1) terms, we obtain

i—1 i—1 i
pa = pg—Atn Z awp{]V(uo)’—Atnanpgv(uo)”—l—Atiam Z &szévz . (u0®u0)j+AtiaM Z CLzJAp%
j=1 J=1 J=1

(4.37)

Integrating the above equation on €2 and using periodic boundary conditions on p, and ug, we
obtain

ph=py, forallie {1,2,... s} (4.38)
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Repeating the similar procedure for O (€) terms of the mass update equation (4.31), we obtain,

pi=pt, forallie{1,2,... s} (4.39)

Since pf 1! = p§, due to the GSA property of IMEX-RK time discretisation, we have pji' =

P51 = P Therefore, pf, = pf | = constant, for all n =1,2,....

Inserting this into the O(1) mass and momentum update equations, we get for all¢ € {1,2,...,s}
i—1 ‘ i1 At i '
Z aijV : (llo)J + aiiV . (u0>n - Atnaii Z (NlijVQ : (uo & ll())j - —naii Z (lz'jAp% = O, (440)
J=1 J=1 Po j=1
' i1 AL '
u) = uj — At, Y iV - (1 @ ug) — pO” > a;Vpl, (4.41)
j=1 j=1

where py = pJ + €p. Taking divergence of (4.41) and inserting it into (4.40), we obtain

> a;V-(up) =0, foralli€{1,2,...,s} = V-(u)'=0, forallie{1,2,..., s} (442)
j=1

O

The above theorem shows the asymptotic consistency of the IMEX-RK time semi-discrete

scheme. Due to the GSA property, the expressions for pg, p5, ug follow for pi™, pit ugtt. In

the next section, we explain the discretisation techniques for spatial derivatives present in the

scheme.

4.3.3 Space discretisation

In this section, we discuss various consistent spatial discretisations for the time semi-discrete
scheme proposed above. It is important to keep the numerical diffusion coefficients free of the
small parameter ¢, in-order to avoid an uncontrollable growth in numerical diffusion term as
€ — 0. In what follows, we present three different types of space discretisation.

We consider the first order time semi-discrete scheme given by (4.25) and (4.21) for presentation
of the spatial discretisation. The discretisation of all the spatial derivatives present in this
scheme will be explained. The corresponding spatial derivatives in higher order time semi-
discrete scheme given by (4.33) and (4.30) will be approximated analogously. The additional
terms Z;;ll a;i;V - (pu)? and Z;;ll a;;Ap(p)? present in the mass update equation (given by
(4.33)) will also follow the same discretisation as V - (pu)® and Ap(p)"™! respectively. For

convenience of presentation, we explain the ideas for one-dimensional setting.
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4.3.3.1 Typel

We apply an upwind discretisation for V - (pu ® u)” in the momentum equation (4.21), while
all other first and second derivatives present in the scheme (4.25) and (4.21) are treated in a
central fashion. Since our goal is to achieve entropy stability, we do not add numerical diffusion

to implicit terms as they are entropy stable with central discretisation.

1. Spatial discretisation of V - (pu ® u)” in momentum equation (4.21) is given by upwind

discretisation
1
Dupulpu @ W) = — ((puw)y — (puw),_y ) (4.43)
u)pu,, 1 ifu,_ 1 >0
T B B (4.44)
2 (pu)k+1uk+% if w1 <0
where U1 = %(uk + ug41), k=1,2,... is an index of spatial discretisation.

2. Spatial discretisation of V - (pu)™ in mass update equation (4.25) and Vp(p)"*™! in mo-

mentum equation (4.21) are given by central finite difference discretisations

Decnpic = 5 (s — () (4.45)
Dcen(p>k - ﬁ (pk-l—l - pk—l) . (446)

3. Spatial discretisation of V2 : (pu ® u)” and Ap"™ in mass update equation (4.25) are

given by central finite difference discretisations

D2(pm @ ) = 5o (puw)ecy — 2pum)s + (o)1) (4.47)

1
D*(p)p = A3 (Prs1 — 20k + 1), k=1,2,.... (4.48)

The corresponding terms in higher order time semi-discrete scheme given by (4.33) and (4.30)
also follow the same discretisation as described above.

4.3.3.2 Type 2

All the terms in (4.25) and (4.21) follow the discretisation in type 1, except that the term V -

(pu)™ in the mass update equation (4.25) is treated in an upwind fashion. Spatial discretisation
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for V- (pu)™ is given by,

Dl = 5 ((0)1sy — (ou)y) (4.49)

2

u = 4.50
(P {pm% et <0 (150

where u; 1= 5 (up+ug4r). The corresponding terms in higher order time semi-discrete scheme

given by (4.33) and (4.30) also follow the same discretisation as described above.
4.3.3.3 Type 3

Here, all the terms in (4.25) and (4.21) follow the discretisation in type 1, except that the
term V - (pu ® u)" in momentum equation (4.21) is discretised by using an entropy stable
flux. We apply the entropy conservative flux discretisation, and add numerical diffusion for
attaining entropy stability. We first derive the entropy conserving and stable fluxes for the full
barotropic Euler system, and use only the part of these fluxes corresponding to V - (pu ® u)”
in momentum equation (4.21). All other first and second derivatives in the scheme (4.25) and
(4.21) are treated in central fashion as in type 1.
In one space dimension, the entropy variable corresponding to the convex entropy function (4.7)
is: .

Vo= [t ase ] (51
The one-dimensional flux function is, G = [pul 2p+ puﬂT. For entropy conservation, we
require (cf. [293, 294, 295])

V-Gl = [Vlkey - Gryn = Wiy (4.52)
where Hk+% = ()gsr1 — (*)g- Thus, we get
12y —1 1 1 1 A
V.-G| 1 — L= | ~pu} — | zpud + 5 —— 4.53
| g = Wl LQ 71 ployu + 2pu1] ket d [qul T v = 1p(p)u1 k+é( )
1
= [—Qp(p)ul} , (4.54)
€ k+3
« 1 . 1 Ky _ . 1 .
[V]’“JF% ' G’”% Y [uﬂlwrl <pu1)k+§ + 2y — 1 [pv 1}k+1 (pul)k;Jr% + [ul]k+% Py L



+ [y (puf);r% . (4.55)

The following interface flux function

S I SO I 4
k+5 (L 2)* R = =2 (4.56)
(52p+pu1)k+% ZPryl +pwk+%ulk+%
with
Y
v—1 Pl 1 _ 1
PWH% = ’Y [/ﬂ_l]kj_l y Ulpyl = 2 (ulk+1 + Ulk) » Pryl = ) (Prt1 + Pr) (4.57)

2

satisfies the entropy conserving condition in (4.52). Hence, the entropy conserving spatial

discretisation of V - (pu ® u)” in momentum equation (4.21) is given by

1 ‘ "
Dic(pu@wy = 1= (o), ) = (pud)y_, ) (4.58)

2\ _ = —2
()1 = Py Tlir 3 (4.59)

Note that (4.58), (4.59) yield second order accurate approximation.

To achieve entropy stability, we consider a dissipation matrix that is independent of e:

A:

0 |u_1k+% |

Thus, the entropy stable flux for full barotropic Euler system becomes,

x q
Gk+% - Gk-{-% — AV,

. (4.61)

+}

where ¢ > 0 is a suitable constant. This entropy stable flux results in first order spatial accuracy.

For second order accuracy, we use (cf. [118])

Gyl = GL% - gA <<V>>k+% (4.62)
(VDees = Vg =5 (0 (Vleay - Vlag) 4o (Vi VI (463)
(A B) = {smin(|(;4|, |B|) if s= silc]tﬁ;érl\))\]i:esign(B) ' (4.64)
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Thus, the entropy stable spatial discretisation of V - (pu ® u)” in momentum equation (4.21)

is given by,
1
Dis(pu @ = — (o) — (o)) (4.65)
o (| el (P Tl Sl )17 orde
Py = (kg = 3t s, =Y ;
et | Ws] (7o, 0y = 40y ) 2 o
(4.66)

Hence, in this type, V- (pu®u)” in momentum equation (4.21) is discretised as shown in (4.65)-
(4.66). All the other first and second derivatives present in (4.25) and (4.21) are discretised in
central fashion as shown in type 1.

The corresponding terms in higher order time semi-discrete scheme given by (4.33) and (4.30)

also follow the same discretisation as described above.

4.3.4 Asymptotic preserving property of the fully discrete scheme

In this section, we show the asymptotic consistency of our fully discrete scheme as e — 0. For

this, we present a general theorem that considers all the three types of spatial discretisation.

Theorem 4.2 Assume well-prepared initial conditions in (4.18) and (4.19), the asymptotic
expansion ansatz in (4.11)-(4.13), and periodic boundary conditions on p and uy. Consider the

fully discrete scheme

i1 2 i

- : n i N .
— Aty Z a;;D(pur )y, — Atya D(pw )i + Aty ai Z ai; D* (pus )y, + 2 i Z a;; D* ()i
J=1 j=1 j=1
(4.67)
i—1 ' At
(ﬂul)z - (plh) At Z&z] upw/ES * pU1 ZCLU cen k (468)
J=1
with D = Deep jupw- Then for e = 0, a solution of (4.67), (4.68) satisfies
Pék = constant , pﬁk = constant , pék + epik = 0o, (4.69)
i—1
4 , At
(ulo);c = (ulo) At Zam upw/ES u10 cen p2 (470)
j=1

forallk=1,2,..., and alli € {1,2,...,s}.
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Proof: Substituting the asymptotic ansatz into the momentum update equation in (4.68)

and equating O (}2) terms, we get

Zaichen(po)i =0, foralli € {1,2,...,8} = Deen(po)s =0, for alli € {1,2,...,5s}.
j=1

(4.71)
Note that this property does not allow us to conclude that (pg)} is spatially constant. Depending

on boundary conditions, checkerboard modes could occur. In order to conclude that (pg); is
= (pO)k:O- Then7

(po)i is spatially constant and hence (pg)} is also spatially constant since (po)i = & ((po)%)”-

spatially constant, we consider a ghost point on the left and impose pq,,,.,
Similarly equating O (1) terms in the momentum balance (4.68), we infer that (p;)j is spatially
constant.

Inserting the asymptotic ansatz into the mass update equation in (4.67) and equating O(1)

terms, we obtain,

i—1 i—1 i
Pb, = P~ Dt > ai;ph, D(ur, Vo= Atnasipy, D(ur, )i +Athaz > aip), D*(ul )i+Athas > ai;D*(p2)i.
=1 =1 =1
(4.72)

Summing over all the points in the domain and using periodic boundary conditions on ps and
u1,, we obtain,
pf)k = py,, forallk, forallie{1,2,... s} (4.73)

Repeating the similar procedure for O (€) terms of the mass update equation (4.67), we obtain,
pi, =pi, forallk, forallie{1,2,... s}. (4.74)

Since pgji = po,1, due to the GSA property of IMEX-RK time discretisation, we have pgf{; =

Poa, = Poa,- Therefore, pg, = pf, = constant, foralln=1,2,....

Inserting this into the O(1) mass and momentum update equations, we get for allz € {1,2,..., s},
i1 ‘ i1 N i ‘
aijD(ulo)i + aiiD(ulo)Z — Atna“‘ Z CNLZ‘]‘DQ(U%O)% — —naii Z CLZ‘jDQ(pQ)?C = 0, (475)
j=1 j=1 Po 54
i—1 AL ‘
(1) = ()i = At 3 @5 Dy (i = —= D iy Deen (b2 (4.76)
j=1 j=1
where pongk—l—epgk,for any k=1,2,.... O
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Due to the GSA property, the expressions for p_, pi , (u,); follow for pi*, pi, (uy,)it,

for all £ = 1,2,.... Thus, we have devised an asymptotic preserving IMEX-RK scheme with

three different types of space discretisation techniques.

4.4 Numerical results and discussion

In this section, we present the numerical results obtained from our asymptotic preserving IMEX-
RK scheme with three different types of spatial discretisation. The numerical results include:
entropy, potential energy (PE), kinetic energy (KE) plots and accuracy tables of a standard
periodic problem for different values of €; entropy, density and momentum plots for colliding
acoustic waves and Riemann problems; entropy, PE, KE and Mach ratio plots for Gresho vortex

problems.

4.4.1 Standard periodic problem

The domain of the problem is €2 := [0, 1], and the initial conditions are:
po(x) = 1+ €*sin (27x) (4.77)
U, () =1+ esin (27mx) (4.78)

The parametric values are: kK = 1 and v = 2. The entropy plots and accuracy tables of this

problem will be presented for different values of e.
4.4.1.1 Entropy, kinetic energy (KE) and potential energy (PE)
The domain 2 is discretised into N = 20 grid points. The first order IMEX scheme ARS(1,1,1)

is used along with three types of spatial discretisation techniques to obtain the plots on entropy,
KE and PE. The time step is chosen as:

A
At,=C—"0 (4.79)
2max(uf,)
1€EQN *
where the CFL number, C' = 0.4 and Qy is the discretised set of the domain € (that is,
Oy ={1,2,...,N}).
Figures 4.1, 4.2 and 4.3 show the entropy, KE and PE plots obtained for ¢ = 0.5,0.1 and

10~* respectively by using type 1, type 2 and type 3 (entropy conserving) spatial discretisation
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3 4 5 o 1 2 3 4 H 0 1 2
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(a) Entropy - Type 1 (b) KE - Type 1 (c) PE - Type 1

o \/\/\/\N‘N"‘— Y W N\A~~————
(d) Entropy - Type 2 (e) KE - Type 2 (f) PE - Type 2

IR EANTYYVPARTUVI A T ] AR A
(g) Entropy - Type 3 (h) KE - Type 3 (i) PE - Type 3

Figure 4.1: Entropy, KE and PE plots for € = 0.5 using space discretisation types 1,2 and 3

techniques. The global value of the convex entropy function at time ¢, is given by,

N

oy (u)?, PE :NZ:H_I (4.80)
k=1

N
n mn n n_]'
0" = KE" + PE", where KE _Nz

[\DI»—

The plots are obtained at time T = 5 to depict the long time behaviours of entropy, KE and
PE.

€ = 0.5 : Decaying oscillations are observed in both KE and PE for all the three types of spatial
discretisations.

e = 0.1 : Both KE and PE are oscillating during the initial transience before becoming constant,
for all the three types of spatial discretisations.

€ = 0.0001 : PE decreases while KE remains almost constant for all the three types of spatial

discretisations.

101



00000

00000

n
KE
285885 8§ 8
° %
PE

3 4 5 1 2 3 4 s o 1 2
t t t
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(d) Entropy - Type 2 (e) KE - Type 2 (f) PE - Type 2
(g) Entropy - Type 3 (h) KE - Type 3 (i) PE - Type 3

Figure 4.2: Entropy, KE and PE plots for ¢ = 0.1 using space discretisation types 1,2 and 3

4.4.1.2 Order of accuracy

In this subsection, we show the order of accuracy of type 3 entropy conserving spatial dis-
cretisation (that is second order accurate in space) paired with ARS(1,1,1) (in table 4.1) and
ARS(2,2,2) (in table 4.2) IMEX time discretisations that are respectively first and second
order accurate in time. We observe the order of accuracy of density p by using different number
of grid points: N = 20,24, 30,40,60. The reference solution is obtained with N = 120. The
time step is chosen according to (4.79) with CFL number, C' = 0.4.

For ¢ = 0.5, both ARS(1,1,1) and ARS(2,2,2) give the required order of accuracy. For
e =107* both ARS(1,1,1) and ARS(2,2,2) show very small errors of O(107!%) and O(107?)
respectively for all tested values of N. This indicates that the error in p is of O(¢?), and thus
our scheme is asymptotic preserving. For e = 0.1, ARS(1,1, 1) gives required order of accuracy
whereas degeneracy is observed for large N while using ARS(2,2,2). Such degeneracy in the

intermediate regime is commonly observed in literature due to the lack of uniform stability of
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(g) Entropy - Type 3 (h) KE - Type 3 (i) PE - Type 3

Figure 4.3: Entropy, KE and PE plots for ¢ = 0.0001 using space discretisation types 1,2 and 3

IMEX time discretisations involved.

4.4.2 Colliding acoustic waves problem

The domain of the problem is 2 = [—1, 1], and the initial conditions are:
po(x) = 0.955 + 0.5¢ (1 — cos (27x)) (4.81)
uy,(z) = —sign(z)/7 (1 — cos (27z)) (4.82)

The parametric values are: kK = 1, v = 1.4 and € = 0.1. It is to be noted that the initial
condition is not well-prepared. Periodic boundary conditions are used for this problem. Density,
momentum and global entropy (vs. time) plots are presented for different values of final time,
T = 0.04,0.06,0.08. ARS(1,1,1) IMEX time discretisation is used. Figures 4.4, 4.5 and 4.6
show the plots obtained by using type 1, type 2 and type 3 space discretisations respectively.
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0.5, [[pllz, | 0.5, EOC | 0.1, ]lpl|, | 0.1, EOC' | 107, ||p||rf 10~*, EOC
20 | 0.0526 0.00546 | - 0.000185 | - 3'9_11 -
x 10
24 | 0.0435 0.00370 | 2.025 0.000149 | 1.136 xf(ﬁ“ 0.426
30 | 0.0435 0.00257 | 1.568 9-3 2.015 3.1 9.28
‘ ' ‘ x107° ' x10710 |
40 | 0.0256 0.00143 | 1.992 6 x1075 | 1.525 deqn 4.549
3.6 3.8
60 | 0.0169 | 0.000521 | 2.432 <105 1.200 <10-11 1.809

Table 4.1: EOC for ARS(1,1,1) coupled with spatially 2"¢ order accurate type 3 discretisation

0.5, |lpllz, | 0.5, EOC | 0.1, [|pll1, | 0.1, BOC | 1074, ||p]|) 1074, EOC
20 | 0.0526 0.00597 | - 0.000201 | - 2'1_9 -
x10

24 | 0.0435 0.00416 | 1.886 0.000111 | 3.078 Xi'og_g 0.516
30 | 0.0435 0.00272 | 1.839 0-3 2.447 L7 0.488

. . . X1075 . ><1079 :
40 | 0.0256 0.00160 | 1.788 4.2 1.413 Lo 0.494

' ' ' x107° ' x107° '
60 | 0.0169 0.00070 | 2.008 2:5 1.214 1.3 0.383

‘ ' ‘ x1075 ' X107 '

Table 4.2: EOC for ARS(2,2,2) coupled with spatially 2"¢ order accurate type 3 discretisation
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Figure 4.4: Colliding acoustic waves problem with € = 0.1 using type 1 space discretisation.
The reference is 2"¢ order type 3 entropy stable space discretisation with ¢ = 7, N = 1000 and

classical time-step At,.

The reference solution for all the cases is obtained by using type 3 space discretisation which

is second order accurate in space, with N = 1000 and the classical time step

At =C

Ax

)
max { |uf,| + =

(4.83)

No significant difference is observed between the three types of space discretisation, except that

the type 3 discretisation is slightly more accurate compared to the other two types owing to its

second order accuracy in space.

4.4.3 Riemann problem

This problem is from [81]. The domain is 2 = [0, 1] and the initial conditions are:

105

po(z) =1, (pur), () =1 —€*/2,if x € [0,0.2] U [0.8, 1] (4.84)
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Figure 4.5: Colliding acoustic waves problem with € = 0.1 using type 2 space discretisation.
The reference is 2"¢ order type 3 entropy stable space discretisation with ¢ = 7, N = 1000 and

(pur)g () = 1,

(Pu1>o (z) =1,

classical time-step At,.

if x € (0.2,0.3]
, (pur)g (z) = 1+ €2/2,if z € (0.3,0.7]
if z € (0.7,0.8]

(4.85)
(4.86)
(4.87)

The parametric values are: k = 1 and v = 2. Periodic boundary conditions are used for this

problem. Density, momentum and global entropy (vs. time) plots are presented at 7' = 0.05
for different values of €, such as e = 0.8,0.3,0.05. ARS(1,1,1) IMEX time discretisation is
used. Figures 4.7, 4.8 and 4.9 show the plots obtained by using type-2, type-3 15! and 2"

order entropy stable space discretisations respectively. The reference solution for all the cases

is obtained by using type-3 first order accurate entropy stable space discretisation with ¢ = 7,
N = 1000 and the classical time step At/ in (4.83).
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Figure 4.6: Colliding acoustic waves problem with ¢ = 0.1 using 2"¢ order type 3 entropy
stable space discretisation with ¢ = 7. The reference is the same scheme with N = 1000 and
classical time-step At .

4.4.4 Gresho vortex problem

This problem is from [138, 265]. A vortex of radius R = 0.4 centered at (xy,,za,) = (0.5,0.5)
is considered at initial time ¢ = 0. The initial background state is considered as: py = 1,
uy = (ulO,O)T, po = 1 and hence ag = \/% = /7. The flow velocity is then given by
uy, = €oag, where ¢, is the global Mach number.

The radial velocity of the vortex is

T : R
QE 1f0§7’<§
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Figure 4.7: Riemann problem at 7" = 0.05 using type 2 space discretisation. The reference is
1% order type 3 space discretisation with ¢ = 7, N = 1000 and classical time-step At/ .

and the velocity components in Cartesian coordinates are

To — T, Ty — T,
- Uy, U2($1>332) = U.

U1($1,1’2) = U1y — , r

Here, r = \/(z; — 0.5)2 4 (22 — 0.5)2. Upon balancing the pressure gradient and centrifugal
force (i.e., ,00% = %), pressure is derived as:
e +2—1log16 ifo<r<2
2 .
p(r) = po +up %—8%+410g(%)+6 iff<r<R.
0 ifr>R

We assume adiabatic compression p = p7 with v = 1.4, and use the asymptotic ansatz:
. 9 9 op
p = po+uip2, p = po+ ui,pz. Comparing 5= = 2uy,py and zib- = FEF- = E2uy,p,,

we obtain py = % by noting that p = 1, p = 1 up-to leading order. This p, is used in the initial
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Figure 4.8: Riemann problem at 7" = 0.05 using 1** order type 3 space discretisation with
g = 7. The reference is the same scheme with N = 1000 and classical time-step At/.
condition.

Periodic boundary conditions are imposed in both directions, and the mesh size used is Nx X
Ny = 100 x 100. The problem is simulated using space discretisation type 2 for ¢, =
0.1,0.01,0.001. The following quantities are observed:

n=1/2 p(uz +uy) + (1/€)p/(y = 1), PE = (1/€)p/(v = 1), (4.88)
KE = (uy — Ug,,)° +u; where ug,, is the the background velocity (4.89)

1 Uy — Uy )2 + U2
Ma ratio = — ( ) £ (4.90)
€0 p/p

Figure 4.10 shows the evolution of entropy (n), KE, PE over time upto 7' = Rm and Ma ratio

contours at 7' = R.
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Figure 4.9: Riemann problem at 7' = 0.05 using 2"¢ order type 3 space discretisation with
q = 7. The reference is 1% order type 3 space discretisation with ¢ =7, N = 1000 and

classical time-step At/ .

4.5 Summary and Conclusions

In this chapter, the entropy inequality corresponding to convex entropy function depending on

Mach number € has been derived for the baratropic Euler system. Further, numerical schemes

satisfying such an entropy stability for different values of ¢ have been developed by using

IMEX-AP time discretisation and three space discretisation strategies. The entropy stability

and asymptotic preserving properties of the methods have been validated numerically.
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Figure 4.10: Entropy, KE, PE and Ma ratio plots using space discretisation type 2 for
e =10.1,0.01,0.001 on 100 x 100 grid

4.A Appendix: Butcher tableau
The first order type CK-ARS double Butcher tableau (known as ARS(1,1,1)) is:

o
)
)

(4.91)

10 0 1

The following is the 2-stage second order accurate Butcher tableau ARS(2,2,2):

0 0 0 0 0 0
yiv O 0 Y10 v 0
110 1-90 0 110 1—v «

o 1—-0 0 0 1—v #«
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Chapter 5

On Lattice Boltzmann Methods based
on vector-kinetic models for hyperbolic

partial differential equations

In this chapter, we are concerned about the lattice Boltzmann methods (LBMs) based on
vector-kinetic models for hyperbolic partial differential equations. In addition to usual lattice
Boltzmann equation (LBE) derived by explicit discretisation of vector-kinetic equation (VKE),
we also consider LBE derived by semi-implicit discretisation of VKE and compare the relaxation
factors of both. We study the properties such as H-inequality, total variation boundedness and
positivity of both the LBEs, and infer that the LBE due to semi-implicit discretisation naturally
satisfies all the properties while the LBE due to explicit discretisation requires more restrictive
condition on relaxation factor compared to the usual condition obtained from Chapman-Enskog
expansion. We also derive the macroscopic finite difference form of the LBEs, and utilise it
to establish the consistency of LBEs with the hyperbolic system. Further, we extend this
LBM framework to hyperbolic conservation laws with source terms, such that there is no
spurious numerical convection due to imbalance between convection and source terms. We also
present a D2Q9 model that allows upwinding even along diagonal directions in addition to the
usual upwinding along coordinate directions. The different aspects of the results are validated

numerically on standard benchmark problems.

5.1 Introduction

Lattice Boltzmann methods (LBMs) have emerged as a powerful and versatile class of compu-

tational techniques for simulating fluid flow and related phenomena. Over the years, they have
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gained significant popularity due to their ability to handle a wide range of fluid flow scenarios,
from incompressible flows ([327, 246, 154]) to complex multiphase ([139, 247, 42, 110, 204]) and
multiscale ([310]) systems. LBMs have been employed for modelling and simulating problems in
magnetohydrodynamics ([214, 238, 279, 150]), porous media ([29, 141, 142, 109]), heat transfer
([219, 225, 303]) and turbulence ([184, 144]). The reader is referred to the books [220, 290, 140]
for extensive study of LBMs, [59] for review of LBMs for fluid flows, [8] for review of LBMs for
heat transfer, and [153] for review of entropic LBMs.

The Lattice Boltzmann equation (LBE) has been shown to approximate the Euler and the
Navier-Stokes equations through different approaches such as Chapman-Enskog expansion ([190,
129, 335]), asymptotic expansion ([157, 175, 176]), Maxwellian iteration ([13, 26, 329]), equiv-
alent equation ([100]), and recursive representation ([152]). Some notions of stability, includ-
ing non-negativity of particle distribution function, of algorithms based on LBE were studied
([128, 101, 102]. Various attempts have been made in which the LBE is shown to be equiv-
alent to mutistep finite difference equation ([291, 83, 103, 120, 24]), and the consistency with
macroscopic equations has been shown in [23]. Further, the linkage between LBM and relax-
ation systems of [173] has been explored in [16, 262] and is being investigated frequently in
[136, 282, 283].

While the discussions above correspond to the LBE derived from discretisation of the Boltz-
mann equation (essentially scalar-kinetic equation) with discrete velocities, we consider the
class of LBEs derived from discretisation of vector-kinetic equations introduced in [43, 44, 7].
The vector-kinetic models have been utilised to develop various numerical schemes in the ar-
eas of porous media [174], entropy stable methods for hyperbolic systems [5], implicit kinetic
relaxation schemes [69], and lattice Boltzmann relaxation schemes [254, 84, 270]. In particu-
lar, [69] and [254] present the lattice Boltzmann methods with different equilibrium functions
and their resulting Chapman-Enskog expansions. In this chapter, we present some important
properties (such as macroscopic multi-step finite difference form and consistency) of the LBE
derived from vector-kinetic equations. We also present a novel way to handle well-balancing of
convection and source terms in this framework. Further, we also present an LBM model that
allows upwinding along diagonal directions in addition to the usual upwinding along coordinate
directions (presented first in the proceedings of a conference [4]).

The chapter is organised as follows: Section 5.2 presents the mathematical model of hyper-
bolic conservation law and its vector-kinetic equation. Section 5.3 presents two different ways
of deriving LBE from vector-kinetic equation, their Chapman-Enskog expansion and different
equilibrium functions. Different properties such as H-inequality, macroscopic multi-step finite

difference form, consistency, total variation boundedness and positivity are discussed in section
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5.4. The well-balancing technique for hyperbolic partial differential equations with source terms
is explained in section 5.5. The D2Q9 model of LBM that allows upwinding along diagonal
directions is explained in section 5.6. The numerical validation of the methods is presented in

section 5.7. Section 5.8 concludes the chapter.

5.2 Mathematical model

In this section, we describe the hyperbolic conservation law and the vector-kinetic equation

that approximates it.

5.2.1 Hyperbolic conservation law

Consider the hyperbolic conservation law
oU + 0,,G(U) =0, (5.1)

where U(x1,2q,...,2p,t) : Q x [0,T] — RP is the conserved variable and G%(U) : RP — RP
is the flux in direction d, for d € {1,2,...,D}. Here Q C R”, D and p indicate the number
of dimensions and number of equations in the system respectively. n(U) is the convex entropy
function for (5.1).

5.2.2 Vector-kinetic equation

The hyperbolic conservation law in (5.1) can be approximated by the vector-kinetic equation

(VKE) (see [43, 7]), ,

O fy + Os, (vij) = (fq — fqeq(U)) : (5.2)
Here f, : Q@ x [0,T] — RP, fo?: RP — RP and ¢ € {1,2,...,Q} with @ being the number of
discrete velocities. € is a positive small parameter. vfli is the d"* component of the ¢'* discrete

velocity. Summing (5.2) over all ¢, we get

Q Q 1 Q
0.3 fa+ 0 D (vif) = =2 3 (fy = £57(U) (5.3)
q=1 q=1 q=1
It Y9 fy =%, fet = U, then
Q
OU +0s, ) (vify) = 0. (5.4)
q=1
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In the limit € — 0, we infer from (5.2) that f, — f5?(U). Thus, we can write f, as perturbation
(in €) of fea:
fo= 13+ e, (5.5)

where f;'*? consists of the non-equilibrium perturbations.
If Zq Vi fet = GUU), then (5.4) becomes the hyperbolic conservation law (5.1) in the limit
e — 0.

5.3 Lattice Boltzmann equation

In this section, we present explicit and semi-implicit lattice Boltzmann discretisations of the
VKE (5.2), their comparison, and their Chapman-Enskog expansions.
1,2 D

Let us use the vector notations: x = [xl, To, ..., xD} and vq = [vq, Ugy -ovy U } An

explicit Euler discretisation of the VKE (5.2) along % dxd = v (the characteristic equation) gives

fo(x,t+ At) = fo (x = vqAtL,T) — % (fq (x = vqAt,t) — f7* (U (x - Vth7t))) : (5.6)

Using w = % and rewriting the above equation, we obtain the lattice Boltzmann equation

(LBE)
foxt+At) = (1 —w)fy (x = vgAt 1) + wfi? (U (x — vqAtL, t)). (5.7)

On the other hand, a semi-implicit discretisation of the VKE (5.2) with implicit treatment of

fq in the collision term gives

fo(x,t+ At) = f (x — VAL, t) — % (fo (x4 AL) = f2(U (x — vt 1)) . (5.8)

Rewriting the above equation as

£, (%t + Af) = (HLW) £, (% — vt 1) + (1 = )f@q( (x—veALD),  (5.9)

or fo(x,t+At) = (1 -@) fy (x = vgAt, 1) + 0f (U (x — vqAt,t)), (5.10)
an LBE with w = =~ is obtained.
If the grid is uniform with spacing Axy along direction d and if the velocities are chosen such

Axg

AL with m € Z, Vd, g, then the collision-streaming algorithm

that v = m==2

Collision: fr (x — vqALt) = (1 — ) fy (x — vqAt, 1) + 0 f1 (U (x — vqAt,t)) (5.11)
Streaming: fo (Xt + AL) = f7(x — vgAL,t) (5.12)
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can be used to numerically implement the LBEs in (5.7) (with @ = w) and (5.10) (with @ = @).
It is to be noted that the streaming in (5.12) is exact. After evaluating f, (x,t + At), we find
U by using U (x,t + At) = Zqul fq (x,t + At). Then, we evaluate f57 (U (x,t + At)) and then
proceed with the next time step. Hereafter, we use w in the presentation of our theory to

commonly represent w in (5.7) and @ in (5.10).

5.3.1 Chapman-Enskog expansion

Taylor expanding the LBEs in (5.7) (with @ = w) and (5.10) (with & = @) and simplifying, we
get X R
w e w &
(Ot gD fo= e (= £5) + S0 va-9) (fy - £57) + O(AL). (519

Consider the perturbation expansion of f:
f :feq+€f(1)+62f(2)—|—_.. 5.14
q q q q

Using the above expression, since Zqul fqo= Zqul J31 = U, we infer that the moment of non-
equilibrium function leads to Zqul (6 fq(l) + €2 fq@) + .. ) = 0. Each term corresponding to dif-
ferent order of € in this moment expression must individually be zero. Hence 22221 J q(i) =0,vi €
N. Multiple scale expansion of derivatives of f, gives 0;f, = (6(9,51) + 20 + ) fq and vq -
Vi, =evg - VOFf.

Using perturbation expansion of f, and multiple scale expansion of derivatives of f, in (5.13)

and separating out O(¢) and O(€?) terms,

o
O(e) : <8t(1) + Vg V(1)> I = —thq(l) (5.15)
L@ pe AN o w
O(e?) : 9,7 fo1 + (1 — 5) (at + Vg - v<1>) f = —thq@) (5.16)

Zeroth moment (ZqQ:1> of O(e) terms in (5.15) and O(€?) terms in (5.16) respectively give

U + 0V GAU) =0, (5.17)

N Q
w
07U + (1 - 5) ot (§ :fug@fq(l)) =0, (5.18)
q=1
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From the first moment <Z o1 Vg

> of O(e) terms in (5.15), we get

Zvdf(l) <8UGd( Oy GO} (Zv f;q>> (5.19)

Recombining the zeroth moment equations of O(e) in (5.17) and O(e?) in (5.18), we obtain

(eat(” + 6239) U+ dGYU)

. Q
+ (1— %’) ea;g( ff (aUGd( Iy G'ed)U) + €dy (va q))) =0+0(¢) (5.20)

q=1

Replacing the multiple scale expansions of derivatives present in the above equation with their

non-expanded form, we get

11 |
OU + 0,,G(U) = At (; —) » ( N (Zv f;Q) - aUGdayG”Gin> (5.21)

upto O (At?).

The above equation is well known in LBM community for modelling of advection-diffusion
equation, where the term on the right hand side is commonly decomposed into physical diffusion
and numerical diffusion. As we are dealing with hyperbolic equations in this work, the term on

the right hand side of (5.21) solely represents numerical diffusion.

5.3.2 Equilibrium function

In the previous sections, we imposed the following conditions on f7?:

Q

Q
Y fe=U ) wlfe =GYU). (5.22)
q=1

q=1
In this section, we present some f7? that satisfy the above requirements.
5.3.2.1 Classical D1Q2

Consider one dimension (D=1) and 2 discrete velocities (Q = 2) such that v} = X and v} = =\,
and A = A“. Then,

foo = %U - (—1)%@1((]) for g € {1,2} (5.23)
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satisfies (5.22). The Chapman-Enskog expansion (5.21) in this case becomes,

QU + 0y, G U) = At (é - %) By, (I —10,G"P) 0,,U). (5.24)

It is to be noted that the O(At) term on the right hand side of the above equation represents
numerical diffusion. For stability, we require the numerical diffusion coefficient to be positive.
Therefore, we require \*I > [0yG[? and 0 < & < 2.

5.3.2.2 DI1Q3

Consider one dimension (D=1) and 3 discrete velocities (Q = 3) such that v{ = X, v = 0 and

vy = =\, and A = 5. Then,

1 1
fqeq = gU + <5q1 — 5(13) ﬁGl(U) for q < {1, 2, 3} (525)
where ¢ is the Kronecker delta function, satisfies (5.22). The Chapman-Enskog expansion (5.21)

in this case becomes,

1 1 2
U + 0,,G*(U) = At (5 - 5) O, <(§)\QI - ]6UG1|2> 311U> : (5.26)
Enforcement of the positivity of numerical diffusion coefficient yields A\*I > 3|9yG'|* and
0<w<2.
5.3.2.3 Upwind DdQ(2d + 1)
Consider D = d and @ = 2d + 1 with Ay = 5% and
’Uj = )\ddqd — Ad(sq(d—}-(ﬁ-&-l))‘ (5.27)
Define
7%\—?, for ¢ € {1,2,...,d}
fer = U — 23:1 <Gd+;;Gd_> , forg=d+1 (5.28)
(a- (@) = o y
%ﬁ’ forqE{d+2,d+3,,2d+1}

with G¢ = G4 — G9~. This satisfies (5.22) and leads to the Fluz Decomposition technique
of [7]. Using an additional choice, G and G9~ for a hyperbolic system can be evaluated

by a suitable flux splitting method available in literature. For instance, one can use G4 and
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G from commonly known flux vector splitting methods such as kinetic flux vector splitting
[211], Steger-Warming flux vector splitting [286] and van Leer’s flux vector splitting [313].
One can also evaluate G and G9 from some flux difference splitting methods such as Roe’s
approximate Riemann solver [266] and kinetic flux difference splitting [280]. If we consider
scalar conservation laws (i.e., p = 1), then we can simply use the sign of wave speed 9yG? to

determine the split fluxes as:

OyGe if OpGY > 0 0 if 9yG? > 0
oGt =T Y Oy G = nou , (5.29)
0 if 8UGd S 0 —8UGd if 8UGd S 0
U
G = / Oy G™dU if GYU = 0) = 0. (5.30)
0
The Chapman-Enskog expansion (5.21) for the case of upwind DdQ(2d + 1) becomes,
1 1 ‘
U + 0,,GUU) = At (; — 5) 0oy (BairaOu (G + GT) — 0y GOy G") 0,,U. (5.31)
For positivity of numerical diffusion coefficient, we require
8aiNaOy (G + G7) — 0yG 9y G > 0 (5.32)

along with 0 < w < 2.

For all the models of equilibrium function described above, a condition relating Ay and 9yG is
obtained while ensuring positivity of numerical diffusion coefficient. Such relations are known as
sub-characteristic conditions as they relate the characteristic speeds of vector-kinetic equation

to those of the hyperbolic conservation law.

Remark 5.1 In all the models of equilibrium function described above, 0 < w < 2 is required
for enforcing the positivity of numerical diffusion coefficient. We know that v = w and © = @
for LBEs in (5.7) and (5.10) respectively. Thus, the stability requirement is,

At
For LBE in (5.7) : I<w=w=—<2 = 0<At <2, (5.33)
€
, - w At
For LBE in (5.10) : 0 <@ =0 = = <2 = At>0. (5.34)
l+w e+ At

It is to be noted that the requirement of 0 < & < 2 does not impose any upper-bound on At for
the LBE in (5.10).
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Figure 5.1: Plot of @ vs. w

Remark 5.2 For the LBE in (5.10), the positivity of numerical diffusion coefficient enforces

0 < @ < 2. However, since & = ~“— and w = 2t

1+w
Figure 5.1 shows the plot of © vs. w, and it can be seen that 0 < © < 1 for w > 0.

> 0, @ is restricted to the interval (0,1).

5.4 Properties of the lattice Boltzmann equation

In this section, we discuss the properties of LBEs in (5.7) (with @ = w) and (5.10) (with & = @).
The properties considered are: H-inequality, macroscopic finite difference form, consistency,

total variation boundedness and positivity.

5.4.1 H-inequality

We prove that an H-inequality is associated with the LBE obtained from semi-implicit dis-
cretisation of the VKE (i.e., (5.10)). We also show that a constraint on w is required to
associate an H-inequality with the LBE obtained from explicit discretisation of the VKE (i.e.,
(5.7)). For convenience, we consider scalar conservation laws (i.e., p = 1) in the presentation
of H-inequality.

Definition 5.1 Define a function H,(f,) such that:

H,
f

. . . B3] . . . . 8%2H, .
o H(f,) is convex with respect to f, (i.e., a—: s monotonically increasing and W,?q 15

positive-definite),

i Zqul Hq(fqeq) =n(U),
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i 25:1 Hq(fqeq) < 25:1 Hy(fy)-
We consider the semi-implicit discretisation (5.8) of VKE with the notation fF' := f, (x,t + At),

0, = Ja (x = vqAL,t) and f;in = fol(x — vqAt,t):

ntl _ g <fr;+1 _ eq") ) (535)

qux; y; qy;

Theorem 5.1 There exists an inequality

m(m)-m(m) < (n(m)-m()  ow

corresponding to the semi-implicit discretisation (5.35) of VKE with w = £t > 0. Here, Hy(f,)
follows the definition 5.1.

Proof: Left multiplying %[;q to (5.35), we get
U foms
qu < n+l _ rn > = —w 6Hq ( n+l eq") ) (537)
Ofq lpyr N0 7 Ofq |pn N80 7

We consider the left and right hand sides of the above equation separately.

By mean value theorem, we have

OH, f ( i (?) _H, <f£:1> _Hq< ;) (5.38)

0f,

for some f, lying on the line segment connecting f;:rl and f;y . Further, we have the following

due to the monotonicity of %iq:
0H 0H 0H
> o> o= 2 = =2 (5.39)
% Yi 8fq f;z+1 afq fa 8fq f;:y
i< fu<fy = Of, < OH, < O, (5.40)
i Yq afq f;z$+1 afq fa afq fély

Thus, we obtain the following inequality involving the term on the left hand side of (5.37):

(7)1 (1) = 5

. (f;;jl - q") . (5.41)

fQZi

) < 5
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On the other hand, we also have the following by mean value theorem:

0H, ) N ) .
8fq (ﬁf—gfi):Hq(if)—Hq(;ji) (5.42)
a1 fp
for some f; lying on the line segment connecting fq’:fl and fqezin. Further, due to the monotonicity
of %;Iq, we have

OH o0H 0H,
n+1 > > Z7q > q > 543
falt > fo Ofq lypr = Ofg 1y, = Ofq g (5.43)
OH, OH, 0H,
ntl << — a < 1 < 5.44
for < h<fql Oyl = 0faly, = Oyl (5.44)

Thus, we obtain the following inequality involving the term on the right hand side of (5.37):

n 0H, n 0H n
()-8 ()< (o).
q 9z, q Qy; afq F Qy; — afq ;;Ll f(]zi Qy; ( )

Therefore, from (5.41) and (5.45), we obtain
0H,
n+1 n q n+1
H, (fi) = H, (f1) < 5 A (feer =) (5.46)
aH +1 q”)

= ntl _ g 5.47
8fq n+1 < = v ( )

n+1 eq™ : At
< —w (Hq ( o ) —H, (fqyi )) since w = = > 0. (5.48)
a

Remark 5.3 The following can be inferred from the above theorem:

1 w n
n+1 n e
Hq(qzj>§1—|—qu<qw)+l+qu<qi)’ (5:49)
Hy (f) < =@ Hy (f,) +@H, (£7). (5.50)

Since Z(?:l H, (f;in> < Zle H, (f;;) according to the definition of H,, we obtain

ZH (fr) = ZH (1) (5.51)

123



Thus, for the LBE obtained from semi-implicit discretisation of the VKE, the H-inequality
holds without enforcing any constraint on w = %.
The following remark 5.4 presents H-inequality for general LBE, and the associated conditions.

This has been presented particularly for explicit case in [69].

Remark 5.4 Consider the general LBE,

= (1 Q) fr fafe” (5.52)

qzx; Qy; Qy;

with © = w (for explicit discretisation of VKE) and w = @ (for semi-implicit discretisation of
VKE). Applying H, on this LBE, we obtain

Hy (fnrjl) = H, <<1 —w) fg, T 55) (5.53)

<(1-o)H, (f;) +oH, (f;i") Jor0<w<1 (5.54)

Since Z?:l H, (f;yqin> < Zqul H, <f;yi>, we obtain

Q Q
ASEDIACAE (5.55)
g=1 ' g=1 '

Thus, the H-inequality holds for the general LBE if the constraint 0 < @w < 1 is satisfied. It
is to be noted that the H-inequality yields a stronger constraint on @ than the positivity of
numerical diffusion coefficient.

From the above remarks, the following can be inferred:

e For LBE obtained by explicit discretisation of VKE, @ = w. Hence, H-inequality holds
corresponding to this LBE if 0 < w = % < 1. Tt is to be noted that this constraint on
w is more restrictive than the constraint 0 < w < 2 that enforces positivity of numerical

diffusion coeflicient.

e For LBE obtained by semi-implicit discretisation of VKE, w = w = 775. According to
remark 5.4, H-inequality holds corresponding to this LBE it 0 < @ = 1% < 1, and this

is satisfied for all w = &t

> (. This also agrees with remark 5.3 which states that H-
inequality holds corresponding to this LBE for all w = % > 0. Thus, the semi-implicit

case of LBE is entropy-satisfying by construction without imposing any constraint.
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5.4.2 Macroscopic finite difference form

In this section, we show the macroscopic finite difference form of LBEs in (5.7) (with @ = w)
and (5.10) (with @ = ).

We briefly provide some technicalities for clarity. LBE is evolved on a fixed uniform grid
with spacing Az, along direction d. At every time step, A4, is evaluated such that the sub-
characteristic condition obtained by enforcing the positivity of numerical diffusion coefficient

is satisfied. Thus, the discrete velocities can change with time step, and they are given by:

v, = mygl,Ain, where mgy|, € Z is constant for direction d and ¢ discrete velocity. The
current time step is found by using t,,.1 — t,, := At, Md . Note that in addition to satisfying

the sub-characteristic condition, A4, > Axd is essentlal for upper-bounding At, as At, < 1.
Further, w is kept constant for all time steps, and hence ¢ is allowed to depend on n as At,
depends on n.

For convenience, we consider one dimension (D = 1) in the presentation of macroscopic finite
difference form. Hence, the subscript and superscript d indicating d** dimension can be ignored

in all the variables. We consider the general LBE,
Jo(@itn + Aty) = (1 = ) fy (T — vgnty, 1) + 0 fg? (U (27 — vgnltn, tn)) (5.56)

with w = w and @ = @ respectively for explicit and semi-implicit cases. For brevity, we
introduce the following notations:
= f (@t + Aty), f7 = f, (xi — vgnAt,, t,) and f;fmq = [ (U (25 — Vgntn, ty)).

qi
We also utilise the splitting of f;' as equilibrium and non-equilibrium parts: f! = 6‘1 +
fre?" Wi,n. Note here that we have absorbed e of ef;'“/" (refer (5.5)) into fy*¢" (i.e., f;eq

O(e)) for convenience in presentation. Further, we also assume that f(?i = f;iqo at the initial

time. Thus, f;eqo = 0.

qlm

Theorem 5.2 The general LBE

n+1l __ n
f ( w) qi—mgq + Q1 mgq (557)
18 equivalent to
N—-1
n+1 qn—k ~A\NN peq™ N
( qi— (k+1)'mq) + (1 B w) qi(i(N+1)7nq <558)
k=0

n—N

if e e tymy = 0. Here N € N.
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Proof: Using f;fmq = fe" 4 ",eq:q in the general LBE (5.57), we obtain

fh‘—mq qi—
n+l __ req” A £neg”
o = A, T =0 (5.59)
Usi ntl _ peq"™tt 4 fneq™! ip the ab i ield
sing fi = fel T+ [, in the above equation yields
neqn+1 _ eqn+1 eqn oA neq"
a =—tu Tl T (1—-w) Gy (5.60)

Inserting f;ean from the above equation into f*" in (5.59) by employing the transformation
1 'L—mq

n:=n"+1,i—m,:=17, we get

n ~ eq™ e n—1 neg"— 1
fa +1 _ o me T (1—-w) <— qf_mq + qiq_gmq +(1-a)f, ‘lzmq ) , (5.61)
[ ~ e n—1 neq"— 1
- w ‘hq mgq + (1 - U.)) ( qiqunLq _|_ (1 - w) q; q27nq ) : (562)

Recursively inserting f;fq"“ from (5.60) into the non-equilibrium term of above equation with

the transformation n — j :=n’+ 1 and i — (j + 1)m, := ¢’ where j € {1,2,..., N — 1}, we get

fn-i-l A ((1 — (;J)O 6_‘1" + (1 — (,Z))l e.qn71 4+ (1 _ @)N—l 6‘qn7(N71))

qi—mg qi—2mgqg 9i—Nmg
n—N n—N

=) (fr @) ) (5.63)

9i—(N+1)m di—(N+1)mgq

neq” " — () then we obtain (5.58). O

di—(N+1)mq
The above theorem depicts the multi-step nature of LBE by considering ¢,,_y as the initial

time. That is, f;:“ depends on the values of the equilibrium function in neighboring grid
n—N

points at all previous time steps starting from the initial time ¢,,_ . Note that geq(NH) =0
11— ’I7Lq
n—N . . e ey .
as frN = fu is considered at the initial time.
Ti—(N+1)mg 4i—(N+1)mgq

Summing (5.58) over ¢ with some form of equilibrium function discussed in section 5.3.2, we
obtain the macroscopic finite difference form. In this work, we consider the upwind DdQ(2d+1)

model (i.e., D1Q3 for one dimension). The equilibrium function for upwind D1Q3 model is,

. GH
= b 5.64
n Gt + G-
=y - S (5.65)
. G
d =t 5.66
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and the corresponding velocities are vy, = A, v2,, = 0 and v3,, = —A,,. Thus, m; =1, my =0

and mg = —1.

Remark 5.5 For k € {0,1,..., N}, we have

—k
Z f (k+1)mq 17, (k+1) + f + f31+(k+1) (567)
G+n k G+n7k Ginfk G,
i—(k+1) N € I it k+1)
=— — tU; 5.68
)\n k + )\nfk + )\nfk ( )

— Upt - Anl_k(@j” ) - (Gl - eTT)) B.69)

= Urt - Ai—’;’“ ((r ™ =atihy) - (Gl —67)) . o)

Defining the notation

At — n—k n—k n—=k n—k
n—k+1 ._ ym—k _ 2n—k + + i — =
i (k1) =0 Az ((Gl -G (k+l> (Gi+(k+l) G, ))7 (5.71)
22:1 (5.58) becomes
N-1
Ut = (Z ’“%’iﬁ) (=M, (572
k=0

(5.72) is the macroscopic finite difference form of the LBEs in (5.7) (with @ = w) and (5.10)
(with @ = @).

Remark 5.6 If&o =1, then (1—@)° =1 and (1-0)* =0 for k € {1,2,...,N}. In this case,

the macroscopic finite difference form (5.72) becomes,

n n n Atn n n _n _n
vt =t = oy - R0 (6 - 6t - (05 - 67) (5.73)
which is an explicit (or forward) Euler upwind scheme for the hyperbolic system 0,U+0,G(U) =

0.

Note: For k € {0,1,..., N}, U k]j:% in (5.71) is an explicit (or forward) Euler upwind discreti-
sation of the hyperbohc system 8tU +0,G(U) = 0, at time t,,_j4; with grid spacing (k+1)Ax.
Thus, (5.72) which is the macroscopic finite difference form of LBE is simply a linear combina-

tion of upwind discretisations at varied time levels and grid spacings.
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Remark 5.7 For 0 < @ < 1, (1 —@)* > 0 holds true for k € {0,1,...,N}. Hence, in this
case, numerical diffusion of the macroscopic finite difference form (5.72) has positively weighted
contributions from each U} k’fﬁ Thus, when 0 < w < 1, it is expected that the numerical
diffusion increases with decrease in w while all the parameters remain frozen.

On the other hand, when 1 < & < 2, the sign of (1—&)* alternates with k. Therefore, numerical
diffusion of the macroscopic finite difference form (5.72) experiences alternately signed (with

respect to k) weighted contributions from U"(k’j:ﬁ

As a consequence, the minimum (over @) numerical diffusion in LBE obtained by semi-implicit
discretisation of VKE is larger than that in the explicit case.

5.4.3 Consistency

In this section, we discuss the consistency of the macroscopic finite difference form (5.72) with

the hyperbolic system 0,U + 9,G(U) =

Theorem 5.3 Under suitable smoothness assumptions on all involved variables, the expression
(5.71) becomes

ki Ul =5 Aty QU — (k+ 1) Aty 0, G|P for k€ {1,2,...,N} (5.74)
(B+1) Ur — (k+ 1)Aty_0, G|I for k=0 '
upto O (k(k + 1)Ax?), if At, = O(Ax) Vm
Proof: Taylor expanding each term in U} k’fﬁ%
n k n
Uk Ul =320 Aty QUIT + 0 ((kAz)?) for k € {1,2,...,N} (5.75)
ur for k=0

k
since Z At,_; = O(kAx) ( as At,, = O(Az),Vm)

j=1

(Gj"_k - Gj_”(‘kil)> — (k+1)Az0, GT|"* + 0 (((k+ 1)Az)?)
(G;+ o GJ“’“) — (k+1)Azd, G " + 0 (((k+ 1)Az)?)

)
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n—=k

(G =atihn) = (Gilahy —G77") = e+ VA0, (67— 6),

i i—(k+1) it-(k+1)

= (k+ 1)Azd, G|} " (5.76)
upto O (((k + 1)Ax)?)

n k n 2
0, Gl = 9. G| — Y20, Atnfjamneyi + 0 ((kAz)*) for k€ {1,2,...,N} (5.77)
0, G|; for k=0
For k € {1,2,..., N},
k
(k+1)Az0, G7™" ~ (k+ 1)Az0, G|! =) Aty_(k + 1)Azdy, G}
j=1
= (k+ 1)Az0, G| + O (k(k + 1)Az?) (5.78)
since At,, = O(Ax),Vm.
Thus, inserting the above expressions into (5.71), we get (5.74). O
Remark 5.8 Taylor expanding U™ about U, we get
UMt = UM+ At, QU+ 0 (AL) . (5.79)

Inserting (5.74) and the above expression into (5.72), we obtain

U + At, QU|" = & ((1 — &) (U = At,d, G|

N-1

k
+ 2(1 —)F <Ui” — Z At OU|! — (k4 1) Aty 0, GI?))
k=1 Jj=1

N
+(1—@)N (U{L " Aty QUL — (N + 1)At,_n0, G|?) (5.80)

Jj=1

upto O (N(N + 1)Ax?). Upon simplifying the above expression, we obtain the following upto
O(N(N +1)Az?):

N-1
<1—@ (1—w)k—(1—@)N> up
k=0

N—-1
+ (Atn+@2(1 ZAtn i+ ( ZAtn J> U}

k=1 j=1
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N-1
+ (w (1 =)k + DAt + (1 — )N (N + 1)Atn_N> 9, G|! =0. (5.81)

Remark 5.9 The coefficients of U and 9,U|; in (5.81) can be simplified as shown below:

. NY: Y b e (e SN
l-0) 1-w)'—(1-w) —1—w<m>—(l—w) , for & #0

=0
_ (w Nl — @)k 4+ (1 — @)N) At,.

Since 1 = O 0 (1 — @) + (1 — &)Y, we have At,

Therefore,
N-1 N-1
+o > (1- ’“ZAtn i+ ZAtn i= (1- ’“ZAtn i+ ZAtn i
k=1 j=1 j=1 k=0 7=0
(5.83)

Inserting (5.82) and (5.83) into (5.81), we obtain

k=0 §=0

N—
s ( -
k=0

upto O (N(N + 1)Az?).

N-1 k
(@ (1=@)" > Aty +( ZAtn ]> oU[}

—_

Pk + 1At + (1 — )N (N + I)AtnN> 0, G|l =0. (5.84)

Remark 5.10 If At,,, = At,Vm, then (5.84) becomes
N—1
(@ > (1 —@) (k+ 1AL+ (1 - @)V (N + 1)At> (QU|} + 0, GI}) =0 (N(N +1)Az?),
0
= QU +0, G| =0 (NAz). (5.85)

Thus, in this case, the macroscopic finite difference form of LBE is consistent with the hyperbolic
system.

Remark 5.11 Ifo =1, then (1-@)°=1and (1-@)* =0 fork € {1,2,...,N}. Thus (5.84)
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becomes

At (QU]} + 0, G[}) = O (N(N +1)Az?)
= QU|"+ 0, G|! = 0O (N(N + 1)Ax). (5.86)

Therefore, the macroscopic finite difference form of LBE is consistent with the hyperbolic system

for this case too.

Although the lattice Boltzmann algorithm is consistent for the two special cases: (i) constant
time step size and (ii) @ = 1, it can be seen from (5.84) that consistency cannot be attained
in the general case as Z?:o At,_; # (k+ 1)At,_y for k € {1,2,...,N}. However, one can
choose constant At such that the sub-characteristic condition holds for all time steps. In this
way, the algorithm will be consistent with the hyperbolic system for the choice of the time-step

satisfying the sub-characteristic condition.

5.4.4 Total Variation Boundedness

The total variation boundedness (TVB) property of a numerical method for hyperbolic system
ensures that the spatial variation remains bounded for all time steps. In this section, we discuss
the TVB property of our lattice Boltzmann method by using its macroscopic finite difference
form (5.72). This expression contains U k’fll for k € {0,1,...,N}. For discussion of TVB
property, we consider un(k’ijll derived by utilising upwind DlQS equilibrium function as in

section 5.4.2.

Definition 5.2 The total variation of any variable 6 defined on a lattice structure indexed by

= Z |9i+1 - 9i|

Theorem 5.4 Let UM given by (5.72) be the macroscopic finite difference form. Then, its

total variation satisfies

1 18 given by,

TV (U™ < (ywyZy1—w| +1-w |> (5.87)

if TV (u?k+’f1+1> <C, forke{0,1,...,N}.
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Proof: Consider U""! given by (5.72). Then, U;' — U*! becomes

7
N-1

~N\k n—k+1 n—k+1 ~\N n—N-+1 n—N+1
(1 - w) (ui+1,?l_<:+1) B ui,(k:—l))) + (1 - w) (ui+1,(]—~\_f+l) B ui,(N-:l)) :

n+1 n+l _ ~
Urtl — Uttt = g (
k=0

Then,

N-1
|UT—L:11 _ Uin+1‘ < ’(2)’ Z |1 . (I)|k ’un—k—O—l _ u;L(—k-’rl

+ |1 o @‘N ‘un— +1 ) . uﬂ—N—l-l

i i+1,(k+1) J(k+1) i+1,(N+1 i(N+1) | »
k=0
N-1
n ~ ~ 1k n— ~ N n—
— TV (U) <6 [1- el TV (u(kf;)l) r-oNTV (u(Nflgl) .
k=0
Using TV (U?kff)ﬂ) < Cfor k €{0,1,..., N} in the above expression, we get (5.87). O

Remark 5.12 If0 <@ <1, then (5.87) becomes

N-1
TV (U™ < (w Z (1—o)+0a- w)N) C (5.88)
k=0
N-1
=C, since®y 1—o)+1-a)" =1 (5.89)
k=0

Therefore, if the underlying difference scheme (Ufaﬁ:ﬁ) due to the choice of equilibrium func-
tion is TVB, then the lattice Boltzmann method induced by it is also TVB (i.e., TV (U") <
C)if0<w < 1.

Since upwind methods are TVB, TV (U?kff; 1> < C is true for the choice of upwind equilibrium
function. Hence, the corresponding lattice Boltzmann method is also TVB if 0 < w < 1.

5.4.5 Positivity

Some of the variables of hyperbolic systems are positive for all time (e.g., density and internal
energy in Euler’s system of gas dynamics, water height in shallow water system). Numerical
schemes for such hyperbolic systems are expected to ensure the positivity of these variables.
In this section, we show the positivity property of our lattice Boltzmann method by using
its macroscopic finite difference form (5.72). U?@Ifﬁ in this expression is derived by utilising
upwind D1Q3 equilibrium function as in section 5.4.2.

Theorem 5.5 Let UM given by (5.72) be the macroscopic finite difference form. If Uf@]fl%
is positive for k € {0,1,...,N} and 0 < & < 1, then U is positive.
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Proof: This is trivially seen from (5.72). O
Therefore, if the underlying difference scheme (U:‘@'fﬁ) due to the choice of equilib-
rium function is positive, then the lattice Boltzmann method induced by it is also positive

it0<w <1

Thus, we discussed some properties of our LBEs. To conclude, the stability-related proper-
ties like H-inequality, total variation boundedness, and positivity are realisable if the stronger
condition 0 < @ < 1 is satisfied (naturally satisfied in the semi-implicit case) while small nu-
merical diffusion is realisable for @ > 1 (explicit case can be used in the interval 1 < @ < 2 while
ensuring positivity of numerical diffusion coefficient), depicting the trade-off between stability

and accuracy.

Remark 5.13 [t is expected that the properties of LBM can be understood from its macroscopic

finite difference form in (5.72) by utilising the properties of corresponding underlying difference

n—k+1
i,(k+1)

conservation (with periodic boundary conditions) of LBM is evident if U

scheme U that occurs due to the choice of equilibrium functions. For instance, discrete

n—k+1
A

i (k1) satisfies discrete

conservation with periodic boundary conditions.

Thus, in this section, novel discussions concerning LBEs derived by semi-implicit and explicit
discretisations of VKE, on properties such as H-inequality, macroscopic finite difference form,

consistency, total variation boundedness and positivity have been presented.

5.5 Hyperbolic conservation laws with source terms

In this section, we extend our lattice Boltzmann method to hyperbolic conservation laws with
source terms. Consider

oU + 0,,G(U) = S(U), (5.90)
where S(U) is the source term.

5.5.1 Vector-kinetic equation

To approximate (5.90), consider the vector-kinetic equation

atfq + axd (Ugfq) = _% (fq - fsq(U)) + T(fq)- (5'91)
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Summing (5.91) over all ¢, we get

Q Q

Q Q
0D fut 0D () = 230 (fa— £70) + () (5.92)

q=1 q=1

If Zqul fo= 23:1 fi?=U and Zqul r(fy) = S(U), the above equation becomes

Q
OU + 05, Y (vify) = S(U). (5.93)

g=1

In the limit € — 0, we infer from (5.91) that f, — fs4(U). If Zqul vifet = GUU), then (5.93)
becomes (5.90) in the limit € — 0.

Hereafter, we denote r, := r(f,) for convenience.

5.5.2 Lattice Boltzmann equation

As in section 5.3, f, in the collision term can be treated both explicitly and implicitly leading

to LBEs with w = w and w = w = % respectively. The source term r, is discretised in

Crank-Nicolson fashion. Thus, the LBE becomes
Jo(x, t+At) = (1 = Q) fy (x = Vgt t) + @ f7 (U (x — vqAt,t))
At
+ - (rq (x,t + At) + 14 (x — vgAtL, 1)) . (5.94)
The collision-streaming algorithm

At
Collision: F; = (1 — @) fq (x = VAt t) + @ fi? (U (x — vqAL,t)) + 5T (x — vqAt, t)

Streaming: Fy(x,t+ At) = F; (x — vqAt, 1)

can be used to numerically implement the LBEs. After finding F, (x,t + At) = f, (x,t + At) —
Stry (x,t+ At), we find U (x,t + At) by solving

> F(xt+ At) = U (x,t + At) — %S(U (x,t + At)) (5.95)

q

using a non-linear iterative solver (e.g., Newton’s root finding method).
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5.5.3 Chapman-Enskog expansion
The Chapman-FEnskog expansion can be obtained by first Taylor expanding the LBE (5.94) as,

~

w

w
(O +vq-V) f, = N (fo—f) + 5 (0 +vq - V) (fg = [E) + 14 + O(AF). (5.96)
Consider the perturbation expansions:
Jo= 11+ efq(l) + ezfq@) +...5 = erfll) + 627‘((]2) +... (5.97)

Since 222:1 fo = Zqul [ = U, we have Zqul fq(i) = 0,Vi € N. Multiple scale expansion of
derivatives of f, gives 0, f, = (ea§1) + 628t(2) + > foand vy - Vf, =evy - VU,
Using perturbation expansion of f,, r, and multiple scale expansion of derivatives of f, in (5.96)

and separating out O(€) and O(€?) terms,

~

w
O(e) : (0 4 vq - VO) o = L p g (5.98)
& &
O(e?) : a7 e 4 (1 - 5) (a§1> + Vg v<1>) IO = =P 1 (5.99)

Zeroth moment (Z?Zl) of O(e) terms in (5.98) and O(€?) terms in (5.99) respectively give

Q
oVU + oG ) =3, (5.100)
q=1
o Q
07U + (1 - 5) ol (Z v§d>fq<1>) => " (5.101)
q=1 q=1

From the first moment <ZqQ:1 vfj) of O(e) terms in (5.98), we get

Q Q Q Q
At . .
> vpf === (8de <—8UG’6£?U 2 ré”) =Y v+ o) (Zv5v2f5q>)
q=1 “ q=1 q=1 q=1
(5.102)

Recombining the zeroth moment equations of O(e) in (5.100) and O(e?) in (5.101) and reversing

the multiple scale expansions, we get
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Q
O + 0,,GU(U) = S(U) + At (5 - %) 0, (a (Z vé‘véf?) - awdaw@w)

q=1

TV
Numerical Diffusion

Q Q
+ 0, <8UGd D - Zvjrq> . (5.103)
q=1 q=1

Vv
Spurious Numerical Convection

5.5.4 Spurious Numerical Convection and modelling 7,

The spurious numerical convection in (5.103) due to the discretisation of source term must by

avoided in order to have a reliable numerical method. Therefore, we require r, to satisfy
Q Q
> iy =0uGhY = 0yGIS(U). (5.104)
q=1 q=1

Thus, an r, that satisfies (5.104) along with ZQQZI r, = S(U) is required. Note that these
requirements are similar to those imposed on f7?, and hence expressions similar to those in

section 5.3.2 could be obtained for different models:

1 1
Classical D1Q2 : Ty = §S(U) — (—1)‘156’UG15(U), for g € {1,2}
1 1
D1Q3: Ty = gS(U) + (61 — 9g3) ﬁaUGlS(U), for ¢ € {1,2,3}
%:S(U), for ¢ € {1,2,...,d}
- 7] Oy GI+9y, G ) S(U) -
Upwind DAQ(2d + 1) : r, = { S(U) = Yy (o = ) ) , forg=d+1
9y Gla— (1))~ 517

M) : forge {d+2,...,2d+ 1}
Thus, after finding U (x,t + At) by solving (5.95), we can find f¢ (U (x,t + At)) (as discussed
in section 5.3.2) and r, (U (x,t 4+ At)) (as discussed above), before proceeding with the next

time step.

Remark 5.14 We modelled r, such that the spurious numerical convection due to discretisation
of source term is nullified. This prevents the occurrence of spurious wave speeds and incorrect
locations of discontinuities, commonly encountered in literature. Thus, balancing of convection

and source terms which is a crucial problem in the finite volume framework, can be easily
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handled in the lattice Boltzmann framework. Our strateqy thus enforces the desired property of
well-balancing and, at the same time, takes care of stiffness of the source terms to a significant
extent.

Note that v, is of O(e) in (5.97). Hence, our method and underlying removal of numerical
convection works well for S(U) = ZqQ:l re = 0(e).

5.6 D2Q9 model of lattice Boltzmann method

The equilibrium function in (5.28) causes the underlying difference scheme (Ufaﬁ:ﬁ) to result in

pure upwinding along the coordinate directions. In this section, in addition to discrete velocities
moving along coordinate directions, we also introduce discrete velocities moving along diagonal-
to-coordinate directions. This enables the splitting of positive and negative fluxes even along
diagonal-to-coordinate directions, thereby resulting in better multi-dimensional behavior. We
consider two dimensions and a uniform lattice with equal grid spacing, with Ax; = Az, := Az,

in our presentation.

5.6.1 Equilibrium function

We consider 9 discrete velocities: vy = [A, 0], va = [0, A], va = [\, A], va = [, A], vs = [0,0],
ve = [—A,0], vi = [0,=)], v§ = [\, =], vog = [\, =], and the corresponding equilibrium
functions:
o _ Got eq _ GB+ eq _ Gt eq _ G_C+
1 /\ ) 2 )\ ) 3 )\ ) 4 )\ )
1
3 =U -G+ G+ G+ G+ (G + G+ G +GY)), (5.105)
eq G~ eq GIB_ eq G~ eq G_C_

6_>\77 )\78 )\79 )\

Here G —G'= = G' for | € Z = {a, 3,7, (}. These equilibrium functions satisfy 2222:19 f=U.

In order to ensure ZqQ:f) U;l fil= GU(U), we need to satisfy the following requirements:

Q=9

D upfit =G+ G- G =GN (U), (5.106)
q=1
Q=9
Y 0f =G+ G+ G =GU). (5.107)
q=1
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Thus, we have

2 1 B a 2 _ B _ (o
A i S N €y G it €

2 2 T2 9

, VG, GP. (5.108)

In this setting, the underlying difference scheme corresponding to the equilibrium function
(5.105) is

At,,_ k n—k n—k
n—k+1 . 7rmm—k n—k "= o+ a— a—
u” (k+1) = U’L,j - Aaj <<G’L,j G k+1) ]> <G2+ k+1 GZ,] ))
Atn k B+n k 18+n k _ Bin_k
Az ((G ~Gijoy) ) <G ,J+(k+1) —Giy >>
Atn,k 41— k 4= k _ _n—k
T Ax <<G71 = Gl (k+1)> <G1+(k+1 Vi) — G >)

Atn k <+n k C‘i’n k _ Cin—k
Az <<GW ~ Gl (k+1> (G k+1)]+(k+1) -Gy >> (5.109)

Further, the Chapman-Enskog expansion (5.21) corresponding to the equilibrium function
(5.105) becomes,

O +0,,GUU) = At (1— 1)

w2

(axl (AaU (G + G + G+ G + G+ G - (aUGl)Z) 0z, U
+05, (N (G + G — Gt — GC_) - GUGlaUG2) 0., U
+0,, (A@U (Gw + G -GS — GC’) — 0y G*0yGh) 0,,U
0., (M0 (G + G 4 G+ G+ G 4 GY) — (00G?)°) amU). (5.110)
Thus, in addition to upwinding along coordinate directions, this model allows upwinding even

along diagonal-to-coordinate directions.

5.6.2 Boundary conditions

In this sub-section, we present the expressions for f, corresponding to those specific ¢ that
are unknown at the boundaries. At boundary, the macroscopic variables U, G*, G?, G” and G¢
are known. From these, the split fluxes Go‘i,Gﬁi,G“Vi and GS* can be found. Using these
split fluxes, equilibrium functions can be evaluated at the boundary. Thus, by taking fI'*? =
fo— 157 ¥q € {1,2,..,9}, it can be inferred from the definition of conserved moment 22:1 fo=
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So_y fe1=U that, Yo, fret = 0.

Y

fo

/

fl / Yfﬁ
f
fé 4
(a) Left (b) Right

(d) Top

h
(c) Bottom

s

Figure 5.2: Boundary conditions (Black lines indicate boundaries; red arrows indicate
unknown functions at each boundary)

5.6.2.1 Left boundary

At any point on left boundary, fs, f4, f5, f6, fr and fs are known from the computational do-

main, as these functions from neighbouring points (in the computational domain) hop to points

on left boundary. Let J be the set of these known functions. The unknowns at left boundary

are f1, f3 and fo (as shown in figure 5.2a), as these functions must come from the outside of

computational domain to left boundary, and let J be the set of these unknown functions. Since
f5® can be evaluated Vg € {1,2,..,9} and f, is known Vq € J, ¢ = f, — f¢? can be found
VgeJ (as I C{1,2,..,9}). Then f7* Vq € g can be written as,

neq __
3 =

neq __
1 —=

neq __
9 —=

satisfying 22:1 [t =0. Now, f, =

GG U
5 A 3
GG U
- A 3
f —M+E_
o A 3

neq+fgbeq+f7rLeq

—fg =2 5
N e e
6 3
neq 2n€q + f;eq + f7"€q
4 3

fe9+ fre¥q € 3 can be found to be,

1

LY (et ey g BELES
2€Z,2#p

1

3_/\ (GZ++GZ_)_f6—f2+J;5+f7
2€Z,z#p

1 . + f5 +

3_/\ (Gz++Gz )_f4_f2 J;B f7
2€Z,2#p
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5.6.2.2 Right boundary

By following the same procedure of obtaining left boundary conditions, the unknown functions

at right boundary (as shown in figure 5.2b) can be found as,

Gr+G U1 - + f5 +
ﬁlzf_i_g_ﬁ (GH—FGZ)_JEQ_W
2€2,2#

G +G U 1 _ + f5+
fGZf—Fg—ﬁ (GZ+—|—GZ)_f1_w
2€Z,2#£0
Gt+G~ U 1 ot . Lot [+ /7
R R T WD DI G I e

5.6.2.3 Bottom boundary

The unknown functions at bottom boundary (as shown in figure 5.2¢) can be found as,

Gt+GT U 1 _ + f5 +
f3:f+§_ﬁ (GZ”L*I-GZ)—fS—w
2€2, 274
G +G- U 1 _ + f5 +
fQZf—Fg—ﬁ (GZ++GZ)_f7_w
2€2, 274
G*H+G- U 1 _ + f5 +
4:f+§—ﬁ (GZ++G3)_fg_w

2€2, 274

5.6.2.4 Top boundary

The unknown functions at top boundary (as shown in figure 5.2d) can be found as,

G*r+G U 1 ot . fit+ s+ Ts

=ty gy 2 (T HGT) T
2€2, 274

GPr+ G~ U 1 - . fitfs+ /e

A (G +G) = fo - 0
2€2, 274

G+ G U o . fitfs+ /e

fi= g gy 2 (@G e T

2€Z,z#

5.6.2.5 Bottom-left corner

(5.117)

(5.118)

(5.119)

(5.120)

(5.121)

(5.122)

(5.123)

(5.124)

(5.125)

At bottom left corner, the known equilibrium functions are f7, fs, f5 and fs. The unknown

equilibrium functions are fi, fs, fa, f4 and fo. Since f; and fq do not enter or leave the compu-
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tational domain, evaluation of them is not needed. Hence, it can be assumed that fg“ + f;'“? +

51 =0. Then f7** for other unknown equilibrium distribution functions can be written as,
neq — _ pneq (5.126)
g =g (5.127)
neq _ _ gneq (5.128)

satisfying 22:1 J7¢9=0. Now, f, = [+ f“! can be found to be,

GOt G

fi \ — Jo (5.129)
v+ v

=T g (5130
B+ B—

BT g (5.131)

5o

AN NN
IS

~ 2
(a) Bottom-left (b) Bottom-right (c) Top-left (d) Top-right

Figure 5.3: Corner conditions (Red arrows indicate unknown functions that are evaluated;
Blue arrows indicate unknown functions that are not evaluated)

5.6.2.6 Bottom-right corner

By following the same procedure for obtaining bottom-left corner conditions, the bottom-right

corner conditions (as shown in figure 5.3b) are found to be,

Gt + GP-

fo= — fq (5.132)
G+ G

fo= T 1o (5.133)
Gt + G~
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5.6.2.7 Top-left corner

The top-left corner conditions (as shown in figure 5.3c) are,

GaJr + Gaf

fi="—"——"F (5.135)
G+ G

fo = — fa (5.136)
GPT + G~

fr= — f2 (5.137)

5.6.2.8 Top-right corner

The top-right corner conditions (as shown in figure 5.3d) are,

GaJr + Gaf

fo = — fi (5.138)
GPT + GP~
G+ G

g = — f3 (5.140)

5.7 Numerical results

In this section, we present the numerical validation of our lattice Boltzmann methods (LBM)
discussed in the previous sections. Firstly, we depict the influence of w on numerical diffusion
and order of accuracy. Then, we numerically validate our LBM for hyperbolic conservation
laws with source terms, and D2Q9 model of LBM. For all the cases, the numerical results
are obtained by using LBE derived by explicit discretisation of VKE. Due to the algorithmic
similarity of LBEs derived by explicit and semi-implicit discretisation of VKE, the numerical
results obtained by semi-implicit case for 0 < @ < 1 are same as that obtained by explicit case
for 0 < w < 1. Hence we only present the numerical validation of explicit case with larger
interval 0 < w < 2.

5.7.1 Sinusoidal initial condition

The domain of the problem is [0,1] C R. We consider inviscid Burgers’ equation with flux
function as G'(U) = 1U? The initial condition is U(z1,0) = sin(2mz;), and boundary is

periodic. An LBM with upwind D1Q3 equilibrium functions is utilised to obtain the numerical

Axq
At

in this case as Ay > sup |U;|, where Q, is the set of grid points) is satisfied. Since we expect
i€Qy

solution. \; = is chosen such that the sub-characteristic condition in (5.32) (which simplifies
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the numerical solution to be bounded between —1 and 1 for all times, we choose \; = 1,
and fix At = AA—? for all time steps in order to have a consistent discretisation of the inviscid
Burgers’ equation (as discussed in remark 5.10). Further, we consider different values for
w = % such as, w = 0.1,0.6,1.0,1.4,1.9 and compare their numerical diffusion by freezing all
the other parameters. We also consider discretisation of the domain with different number of
grid points N such as, N = 41,81,161, 321 in order to study the order of convergence. The
reference solution utilised in finding the Ly error norm is obtained by evaluating the method of
characteristics solution with a tolerance of 10717,

Tables 5.1 and 5.2 show the Ly error norms and convergence orders for different values of w at
time T = % while the solution is still smooth. It is seen from the tables that for each fixed
value of N, Ly error norm of the numerical solution increases with decrease in w, validating the
remark 5.7. Further, although only first order of accuracy is expected according to Chapman-
Enskog expansion (5.31), we observe more than second order accuracy for large values of w. This
increase in order of accuracy for large values of w can be attributed to the smaller numerical
diffusion for w > 1 when compared to w < 1, as mentioned in remark 5.7. We also observe that

O(Ls) corresponding to a fixed N increases with increase in w.

Ly, w= | FOC, w=| Ly, w= | EFOC,w=| Ly, w= | EOC, w =

N A 1.9 1.9 14 14 1.0 1.0

41 | 0.025 | 0.000597 | - 0.000597 | - 0.000597 | -

81 | 0.0125 Xgl'gi 2.626 0.000158 | 1.915 0.000230 | 1.380
92.14 . 6.41

161) 0.00625 | ° 75 | 2175 3.88% 1075 2.032 s | 1841
3.20 1.20 2.33

3211 0.003125|  * T | 2.744 i | 1690 s | 1460

Table 5.1: Sinusoidal initial condition at T = % forw=1.9,1.4,1.0

5.7.2 LBM for hyperbolic conservation laws with source terms

The governing equation is of the form (5.90) with p=1 (scalar conservation law). We show
that our scheme captures the discontinuities at correct locations due to the nullification of
spurious numerical convection by our choice of r,. Further, since r, = O(¢) is essential for such
a possibility of nullification as mentioned in remark 5.14, the numerical results with correct

locations of discontinuities are presented whenever S(U) = O(e).
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N Az, Lyy w= | FOC, w=| Ly, w= | EOC, w =
0.6 0.6 0.1 0.1

41 | 0.025 0.000597 | - 0.000597 | -

81 | 0.0125 | 0.000306 | 0.965 0.000405 | 0.562

161] 0.00625 | 0.000100 | 1.611 0.000161 | 1.325

321 0.003125 x4i?)§5 1.194 0.000103 | 0.644

Table 5.2: Sinusoidal initial condition at T = % for w=10.6,0.1

5.7.2.1 One dimensional discontinuity

This is the test problem used by LeVeque and Yee [202] to understand the cause for incorrectness
in speeds of discontinuities for stiff source terms. The domain is [0, 1] C R, and is split up into
50 evenly spaced grid points. For this problem, G*(U) = U and S(U) = —pU(U — 1)(U — 3).

Initial conditions are:
1 for z; <0.3

U(x1,0) = .
(21,0) {0 for 7 > 0.3

Boundary conditions are: U(0,t) =1 and U(1,t) =0 for ¢t > 0. An LBM with upwind D1Q3
Az

form for f#¢ and r, is utilised to obtain the numerical solution. A; = = is chosen such that
the sub-characteristic condition in (5.32) (which simplifies in this case as A; > 1) is satisfied. In
particular, we use \; = 1, and this incidentally results in numerical solution being the same as
method of characteristics solution (even in smooth regions) since the wave-speed in the problem
is also 1. Therefore, in addition to capturing discontinuities at correct locations (due to our
choice of r,), the solution is also exact in smooth regions. Further, the time step is chosen
as At = A/\—fl. We also consider w = 1 for the simulation of this problem and this ensures
consistency with the governing equation irrespective of the choice of At (as discussed in remark
5.11).

A comparison of numerical solutions reproduced from LeVeque and Yee [202] and numerical
solutions obtained from our LB scheme is shown in figure 5.4 at T' = 0.3 for different values of
1. The MacCormack’s method suffers from spurious numerical convection for i as small as 100,
while our LB scheme is devoid of the effects of spurious numerical convection until g = 1000.
We observe numerical convection in LB scheme for p > 10000 (not shown in figure), and this
validates the remark 5.14 that our scheme is suitable when S(U) = O(e).

Hence, for this problem, we can infer that ¢ = O(kji) where i represents the value of u upto

which the method of nullification of numerical convection works. Thus, € = O(k10?) for some
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(a) p=1 (b) n=10 (¢) p =100 (d) = 1000

04 s Y Y 2 04 06 Y ¥ Y 2 04 06 ¥ 2 04 06
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(e)p=1 () p=10 (g) p =100 (h) p = 1000

Figure 5.4: Top: Extended MacCormack’s method with limiter based on U™(Reproduced from
[202]), Bottom: Our LB scheme for hyperbolic conservation laws with source terms

constant k& < 1073,
5.7.2.2 Two dimensional discontinuity

We introduce a variant of LeVeque and Yee [202]’s problem in two dimensions, to understand
the effect of € on numerical convection. The domain is [—1,1] x [~1,1] C R? and is split
up into 100 x 100 grid points. Note that Ax; = Axy = Az is same as the grid spacing
used in the previous one dimensional problem. For this problem, G*(U) = G*(U) = U and
S(U) = —pU(U —1)(U — }). Initial conditions are:

1 for 22 + 23 <0.3
0 for2?+23>03

U(l’l,ﬂﬁg,O) = {

Boundary conditions are: U(=£1,z9,t) = 0 for zy € [—1,1] and t > 0; U(xy,£1,t) = 0 for
r1 € [-1,1] and ¢t > 0. An LBM with upwind D2Q5 form for f¢? and 7, is utilised to obtain
the numerical solution. A = % is chosen such that the sub-characteristic condition in (5.32) is
satisfied. This simplifies in this case as

-1 -1
det A >0 = A>0and A > 2.
-1 A-1
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Further, the time step is chosen as At = %. We also consider w = 1 for the simulation
of this problem and this ensures consistency with the governing equation irrespective of the
choice of At (as discussed in remark 5.11). A comparison of numerical solutions obtained from
MacCormack’s method and our LB scheme is shown in figure 5.5 at 7" = 0.1 for different

values of u. It can be seen that, for u = 500, the MacCormack’s method suffers from spurious

101 —e— MacCormack 1071 —e— MacCormack 101 —e— MacCormack 10 —*~ MacCormack o
—— Exact X —— Exact [ } —— Exact X —— Exact
08 / 08 05
08
06 6 06 06
04 4 04 04
L 2
0.0 0.0 0.0 00 bl
100 075 ~

0 -025 000 025 050 O -100 -075 -050 -025 000 025 050 -100 -075 -050 -025 000 025 050 -100 -075 -050 -025 000 025
Position, x Position, x Position, x Position, x

(a) p=1 (b) p=10 (¢) p =100 (d) =500

101 —e— LB scheme 101 —e— LB scheme 101 —— LB scheme 107 —e— LB scheme
— Exact — Exact — Exact f — Exact

08 08 08 08

06 6 06 06

04 04

00 00 00
100 075

025 000 025 050 O 100 075 050 -025 000 025 05 —100 075 -050 -025 000 025 050 100 -075 -050 -025 000 025
Position, x Position, x Position, x Position, x

(e) p=1 (f) p=10 (g) 1 =100 (h) p =500

Figure 5.5: Cross-sectional plot at zo = 0. Top: Extended MacCormack’s method with
limiter based on U™, Bottom: Formulated LB scheme for hyperbolic conservation laws with
source terms

numerical convection while our LB scheme does not.

In the following, we make an estimation of p up to which our method will work according to
remark 5.14. For this, we use subscripts D = 1 and D = 2 to compare certain variables from
sections 5.7.2.1 and 5.7.2.2 respectively. Since Ap—; = 1, Ap—s = 2, and Ax is the same for
both one and two dimensional problems, we have Atp_s = %. Further, since wp—; = Atp=y

€D=1
and wp_s = 22=2 are both equal to 1, we have ep_y = 2=L. Thus, since €p_; in section 5.7.2.1
€p—2 ) )

2
is O(k10%), ep—y for two dimensional problem is O (k‘%) Hence, for this problem, our LB

scheme is expected to be devoid of spurious numerical convection for g up to O(500), and this

is validated by the numerical results shown in figure 5.5.
5.7.2.3 Three dimensional discontinuity

Here, we introduce a variant of LeVeque and Yee [202]’s problem in three dimensions. The
domain is [—1,1] x [=1,1] x [=1,1] C R?, and is split up into 100 x 100 x 100 grid points.

Note that Az; = Azy = Axzz = Ax is same as the grid spacing used in the one dimensional
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case. For this problem, GY(U) = G*(U) = G*(U) = U and S(U) = —pU(U —1)(U — 3). Initial

conditions are:
1 for 22 + x5+ 22 < 0.3

0 for a? +a3+22>03

U(xla X2, X3, 0) = {

Boundary conditions are: U(%1,z9,23,t) = 0 for (zo,23) € [—1,1] x [-1,1] and ¢ > 0;

U(xy,£1,23,t) = 0 for (z1,23) € [-1,1] x [-1,1] and t > 0; U(xy, xe, £1,t) = 0 for (xq,x2) €

[—1,1] x [~1,1} and ¢ > 0. An LBM with upwind D3Q7 form for f;? and r, is utilised to obtain
Ax

the numerical solution. A = 37 is chosen such that the sub-characteristic condition in (5.32) is

satisfied. This simplifies in this case as

det| —1 X—1 -1 >0 = A>0and X\ > 3.

Further, the time step is chosen as At = %. We also consider w = 1 for the simulation
of this problem and this ensures consistency with the governing equation irrespective of the
choice of At (as discussed in remark 5.11). A comparison of numerical solutions obtained from
MacCormack’s method and our LB scheme is shown in figure 5.6 at 7" = 0.1 for different
values of u. It can be seen that, for u = 500, the MacCormack’s method suffers from spurious
numerical convection while our LB scheme does not.

In the following, we use subscripts D = 1 and D = 3 to compare certain variables from sections
5.7.2.1 and 5.7.2.3 respectively. Since Ap—; = 1, Ap—3 = 3, and Az is the same for both one

Atp=1

and three dimensional problems, we have Atp_3 = %. Further, since wp—, = P and

Wp=3 = % are both equal to 1, we have ep_3 = “=t. Thus, since €p—; in section 5.7.2.1

is O(k10%), ep—3 for three dimensional problem is O (kz%) Hence, for this problem, our LB

scheme is expected to be devoid of spurious numerical convection for x up to O (%), and we

observe nullification of numerical convection for p up to 500 in figure 5.6.
5.7.2.4 Non-linear problem with discontinuity

This is a variant of the problem from Embid, Goodman and Majda [239]. The domain is
[0,1] C R, and is split up into 100 evenly spaced grid points. The flux function G*(U) = 1U?
is non-linear and S(U) = u(6x — 3)U. Boundary conditions are U(x; = 0,¢) = 1 and U(z; =
1,t) = —0.1, Vt. For numerical simulation of this steady problem, 500 iterations are utilised

with the initialisation
1 forx; <0.1

—1 forz; >0.1°

U(I’l,O) = {
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Figure 5.6: Cross-sectional plot at zo,x3 = 0. Top: Extended MacCormack’s method with
limiter based on U™, Bottom: Formulated LB scheme for hyperbolic conservation laws with
source terms

For this problem, X is chosen based on sub-characteristic condition and w is fixed as 1. The
numerical solutions obtained using LB scheme plotted against the exact solution, for different
values of u, are shown in fig. 5.7. It is seen that the numerical method correctly locates the

discontinuities for different values of p.

5.7.3 D2Q9 model of LBM

In this section, we show the diagonal upwinding nature of our D2Q9 model of LBM. For this, we
consider a standard two-dimensional linear problem from [285]. The domain is [0, 1]x [0, 1] C R?
and is split up into 50 x 50 grid points. Here Ax; = Axy = Ax. The flux functions are
GY(U) = aU, G*(U) = bU where a = cos, b =sinf and 6 € (0,Z). Boundary conditions are:

U(O,Z'Q,t) =1 for 0 <z <1,

, Vt.
U(z1,0,t) =0 for 0 <z <1,

Exact solution is:
U(xy,z9,t) =1 for bxy —axe <0,

Vi
U(xy,x9,t) =0 for bxy —axs >0,

It can be noted that the problem is steady. An LBM with D2Q9 equilibrium functions (5.105)

is utilised to obtain the numerical solution. For this problem, we run 1000 iterations of our
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Figure 5.8: Discontinuities along coordinate and diagonal-to-coordinate directions captured
exactly due to upwinding

LBM before presenting the steady state solution. A is chosen such that the sub-characteristic
condition obtained by imposing positivity of numerical diffusion coefficient in (5.110) is satis-
fied. Further, we consider w = 1 for the simulation of this problem and this ensures consistency
with the governing equation (as discussed in remark 5.11).

The numerical solutions for § = 0 and ¢ = 7 obtained by choosing the fluxes G7 = G =0
(thereby replicating a standard D2Q5 upwind model), are shown in figures 5.8a and 5.8b respec-
tively. The numerical solution for # = Z obtained by choosing G* = G” = 0, is shown in figure
5.8c. It can be seen from these results that, for a specific partition of total flux between coor-
dinate and diagonal-to-coordinate directions, the D2Q9 model captures discontinuities aligned

with 1, x5 and diagonal directions exactly.
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5.8 Summary and conclusions

The following are the major highlights of the chapter.

e An LBE is derived by semi-implicit discretisation of VKE, and its relaxation factor is
compared with that of the usual LBE obtained by explicit discretisation of VKE.

e Macroscopic finite difference form of the LBEs is derived, and it is utilised in establish-
ing consistency of LBEs with the hyperbolic system, and in showing the total variation
boundedness and the positivity of LBM.

e The usual condition on @ enforced by positivity of numerical diffusion coefficient in
Chapman-Enskog expansion is 0 < w < 2. On the other hand, the properties such as
H-inequality, total variation boundedness and positivity enforce the stronger constraint
0 < @w < 1. By construction, the LBE that we derived by semi-implicit discretisation of
VKE naturally satisfies this stronger condition as @ is in the interval (0, 1) (since @ = 735

with w = % > 0) as explained in remark 5.2. Hence, with semi-implicit discretisation,

large values of w can be used, and @ will still satisfy the stability properties.

e Smaller numerical diffusion and better order of accuracy are realisable for 1 < @ < 2 in
the case of LBE derived by explicit discretisation of VKE.

e The LBM framework is extended to hyperbolic conservation laws with source terms and
the spurious numerical convection due to imbalance between convection and source terms
is removed by suitable modelling of r,. The resulting method not only leads to well-
balancing but also is effective for source terms of significant stiffness. Thus, our lattice
Boltzmann framework can easily overcome the problem of well-balancing which is often
encountered while approximating hyperbolic equations with source terms in finite volume

framework, as mentioned in remark 5.14.

e A D2Q9 model of our LBM framework allows upwinding along diagonal directions, in
addition to the usual upwinding along co-ordinate directions, resulting in better multidi-

mensional behaviour.
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Chapter 6
Conclusions

The objective of this thesis is to develop structure preserving numerical methods that yield rel-
evant numerical solutions, for hyperbolic PDE systems and multiscale kinetic equations. Four
novel numerical methods that satisfy some of the structures like entropy stability, asymptotic
preservation and well-balancing have been presented. Each chapter has addressed specific struc-
ture preserving strategies that are of concern to a given system of governing equations.

In chapter 2, an entropy stable scheme for vector-kinetic model of hyperbolic systems is pre-
sented. It is shown that this also recovers entropy stability of the hyperbolic system in addition
to ensuring entropy stability of the vector-kinetic model. As the vector-BGK model present
in literature need not allow for the existence of entropy flux potentials that are crucial in the
construction of entropy conserving/stable fluxes, a modification to vector-BGK model is made
by enforcing positive-definiteness of Jacobians. Another important aspect behind the devel-
opment of this scheme is the proof that the entropy variables for vector-kinetic model and
hyperbolic system are same. This property facilitates the conservation/stability of both vector-
kinetic and macroscopic (hyperbolic PDE system) entropies. The numerical results show that
the entropies of both vector-kinetic model and hyperbolic system remain constant (or decay),
depicting the entropy conservation (or stability) property. A potential future scope would be
to ensure entropy consistency of all vector-kinetic entropies. Apart from satisfying the discrete
entropy inequality, this property would ensure that the discrete form of entropy equation as a
whole is satisfied. The difficulty in achieving entropy consistency lies in an appropriate choice
of numerical flux.

In chapter 3, a high order asymptotic preserving (AP) scheme that is formulated through micro-
macro decomposition, for diffusive-scaled linear kinetic equations is presented. The usage of a
specific class of time integrator allows the applicability of the framework to problems with even

non-well-prepared initial conditions. The high order AP framework based on micro-macro de-
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composition is extended to advection-diffusion asymptotics and the formal proof of asymptotic
preserving property required more involved definitions when compared to that of the diffusion
case. The framework is also extended to inflow boundary problems by considering another type
of micro-macro decomposition. The numerical results show that required high order accuracy is
attained for all values of the parameter without reducing mesh and time step sizes. A potential
future scope would be to develop a high order AP scheme for more involved kinetic equations
applicable for plasma flows like Vlasov equations coupled with Poisson or Maxwell equations.

In chapter 4, an asymptotic preserving scheme that satisfies entropy stability for the barotropic
Euler system is presented. An appropriate implicit-explicit (IMEX) time discretisation is
utilised for the time semi-discrete scheme to achieve the asymptotic preserving property. Three
different spatial discretisation strategies are considered and their entropy stability properties
have been studied. The numerical results show that the entropy, potential energy and kinetic
energy remain nearly constant or decay in different regimes of the parameter Mach number.
The scheme also decomposes into a numerical scheme for incompressible barotropic Euler equa-
tions in the low Mach number limit. The potential future scope consists of extension to other
hyperbolic systems like Euler’s system. In this, the choice of appropriate spatial discretisa-
tion strategies for the energy fluxes would be crucial for ensuring entropy stability in different
regimes of the parameter Mach number.

In chapter 5, two different lattice Boltzmann discretisations of vector-kinetic models of hy-
perbolic systems are compared based on some important properties likes H-inequality, total
variation boundedness, and positivity. This comparison shows that the explicit discretisation
can give better accuracy with relaxation factor between 1 and 2, while semi-implicit discreti-
sation is stable irrespective of the value of relaxation factor. Further, the macroscopic finite
difference form of the lattice Boltzmann discretisation shows that the lattice Boltzmann method
is nothing but a multi-step finite difference scheme. If an upwind equilibrium function is used,
then the lattice Boltzmann method is simply a multi-step upwind method. Further, a novel
well-balancing strategy that avoids spurious numerical convection due to imbalance between
convection and source terms is also presented. The numerical results validate this strategy by
capturing discontinuities at correct locations. As there is a bound on the value of stiff parameter
for which this strategy is applicable, a potential future research direction would be to develop
a strategy to increase (or remove) the bound so that the spurious numerical convection could
be avoided for many (or all) stiff equations. Another potential future research direction would
be to extend this well-balancing strategy to systems of PDEs, by also imposing the inherent
bounds on some special variables (like density and energy that are positive in reactive Euler’s

system) present in these systems.
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